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THEORY OF SEPARATION OF VARIABLES FOR LINEAR PARTIAL DIFFERENTIAL 

EQUATIONS OF THE SECOND ORDER IN TWO INDEPENDENT VARIABLES 

by Marvin E. Goldstein 

Lewis Research Center  

SUMMARY 

Necessary and sufficient conditions which any linear second-order partial differential 
equation in two independent variables must meet whenever it can be transformed into a 
separable equation a r e  given. These conditions a r e  used to develop a calculationalpro­
cedure for determining whether any given equation of this type can be transformed into a 
separable equation and also to develop a procedure for  determining the various changes 
of variable which will lead to separable equations. 

INTR0DUCTION 

Perhaps the most useful way of obtaining solutions to linear partial differential equa­
tions is the method of separation of variables. Unfortunately this method is only appli­
cable to a small  number of equations. However, the applicability of this method can be 
increased somewhat if the variables in the differential equation a r e  transformed before 
the method is applied. It is therefore useful to be able to tell whether a given partial dif­
ferential equation can be transformed into a separable equation (that is, an equation which 
can be solved by the method of separation of variables) by changing both its dependent 
and independent variables. 

We shall therefore give necessary and sufficient conditions which the coefficients of 
any second-order linear partial differential equation in two independent variables must 
satisfy in order  that the equation be transformable into a separable equation. These con­
ditions require that the coefficients (or more precisely, certain combinations of the coef­
ficients) be expressible in certain functional forms. Since it may not always be easy to 
tell in practice simply by inspection whether a given set of coefficients can be expressed 
in this way, alternate forms of these conditions are given which allow the coefficients of 
a given equation to be tested by direct calculation. In order  to use the procedures de­
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veloped for  this purpose, it is required in the worst situation that the solution to an or­
dinary differential equation be found. 

In addition, if it is found that a given equation can be transformed into a separable 
equation, then the formulas developed herein can be used to calculate all the possible 
transformations which wil l  bring the equation into separable form. 

Some incomplete o r  limited studies along these lines have already been carried out. 
Thus, in references 1 and 2, all the possible conformal transformations which trans­
form the separable equation 

V2U + k2U = O  

into another separable equation have been enumerated. (V2 will always be used herein 
to denote the two-dimensional laplacian.) In reference 1,  k2 is taken as a constant and, 
in reference 2, k2 is taken to be a constant divided by y2 where y is one of the orig­
inal independent variables. In reference 3, sufficient conditions for the equation 

-a2u = xu 
ax ay 

to be transformable into a certain type of separable equation are given. Boussinesq 
(ref. 4) showed that the equation 

v 2 u + v q - v u = o  

where cp is a given harmonic function, can always be transformed into a separable equa­
tion by transforming both the dependent and independent variables, the tranformation of 
the independent variables being a conformal transformation. A slight generalization of 
Boussinesq's result is given in reference 5. It was shown there that the potential could 
be a slightly more general function. 

All these results will emerge as special cases of the general theory developed here­
in. Limited results for  special equations in more than two independent variables are 
given in references 1and 5 to 9. 

We begin by finding the restrictions that are imposed on an equation by the require­
ment that it be separable. It turns out that it is convenient to distinguish between those 
equations for  which the method of separation of variables leads to two ordinary differential 
equations of the highest possible order consistent with the type of partial differential equa­
tion and those for which it does not. Only the former type of equations a re  called separ­
able herein. The latter type a re  called "weakly separable but not separable. t t  However, 
since the method of separation of variables often leads to useful results even when an 
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equation is weakly separable but not separable (ref. lo),  this case is also considered in 
detail. 

The various algebraic transformations which can be applied to a differential equa­
tion are discussed. It is then determined what restrictions are imposed on these trans­
formations by the requirement that they transform a given partial differential equation 
into a separable equation. Once this is done, the restrictions imposed on the coefficients 
of the original equation can be found. It turns out that this is best accomplished by con­
sidering the elliptic, parabolic, and hyperbolic equations separately. 

We shall assume that all the functions which are encountered can be differentiated 
as many times as is necessary. We shall say that the function f of two variables is not 
equal to zero and write f f 0 if it takes on the value zero only at discrete points (or, at 
most, along line segments). 

SEPARABLE EQUATIONS 

The most general second-order linear and homogeneous partial differential equation 
in two independent variables has the form 

aua!- a2u +28- a2u +Y-a2u + A -au + B - + C U =  0 

where the coefficients CY,p, y ,  A, B, and C are real functions of 5 and q. We shall 
suppose that a, p, and y a r e  not all zero, for this would imply that equation (1)was  in 
reality a first-order equation. We shall also require that a, p, and A (or y ,  p,  and 
B) a r e  not all zeros.  Otherwise, equation (1) could be essentially an  ordinary differen­
t ial equation. 

2Equations of this type are further classified by the sign of the discriminant p - ay. 
Thus, if 

the equation is said to by hyperbolic. If 

p2 - ay = 0 (3) 

the equation is said to be parabolic, and if 
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p2 - a y  < 0 (4) 

the equation is said to be  elliptic. We shall always assume that the domain of definition 
of the equation has  been restricted in such a way that the sign of the discriminant does 
not change. This assumption will simplify the following presentation but will not affect 
its generality. It is well known that the type of boundary value problems which can be 
solved by an  equation of the form (1) depends only upon whether this equation is hyper­
bolic, parabolic o r  elliptic. 

When the coefficients of equation (1) satisfy certain restrictions,  this equation can 
be solved by the method of separation of variables. This method consists of substituting 
the trial solution 

into equation (1) to obtain 

where the primes denote differentiation of the functions with respect to their  arguments. 
Now suppose it is possible after division by (H'/H)"(E:'/E)"f for  some nonzero function 
f of 5 and 17 and n, m = 0 o r  1, to write equation (6) as the sum of two te rms ,  one of 
which i s  a function of t; only and the other a function of 17 only, for  all choices of the 
functions E and H. Then since t; and q a r e  independent variables, we can conclude 
that the t r ia l  solution (5) satisfies equation (1) only if each of these te rms  is equal to a 
constant (called the separation constant). This, in turn, implies (in view of the assump­
tions made about the vanishing of the coefficients) that E and H must each satisfy an 
ordinary differential equation and that, if  E and H do satisfy these equations, then 
equation (5) is indeed a solution of equation (1). Each of these ordinary differential equa­
tions is of, at  most, second order .  Hence, Z and H can each involve two arbi t rary 
constants of integration. Since the separation constant is also arbitrary,  it is clear 
that the solution (5) can contain at  most four arbi t rary constants. Thus, if the separ­
ation of variables method works, it will  lead to an, at most,  four-fold infinite family of 
solutions to equation (1).  If the family of solutions obtained by this method is suffi­
ciently large,  it is possible to express any reasonable solutions as a linear combination 
of members of this family. The family is then said to be complete. If equation (1) is 
either hyperbolic o r  elliptic, it is possible in some cases to obtain two second-order 
ordinary differential equations when the method is applied. 

Equation (1) will be called separable only if the method of separation of variables can 
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lead to two ordinary differential equations of the highest possible order  consistent with 
the type of partial differential equation. Thus, if equation (1)is either hyperbolic o r  
elliptic, it is said to be separable only if the method of separation of variables leads to 
two second-order ordinary differential equations. It will be shown below that in the par­
abolic case the method can lead to, at most, one first-order and one second-order ordin­
a ry  differential equation. Therefore, a parabolic equation will be called separable if the 
method of separation of variables leads to one first-order and one second-order ordinary 
differential equation. 

The method of separation of variables is sometimes useful (see ref. 10) even when 
it does not lead to ordinary differential equations of the highest possible order .  There­
fore ,  we shall call equation (1)weakly separable if the method leads to two ordinary dif­
ferential equations regardless of their order .  Notice that separation solutions to weakly 
separable equations involve at least two arbitrary constants and that every separable 
equation is weakly separable. 

In order  that equation (1)be weakly separable, it is first necessary that, for  arbi­
t ra ry  E and H, equation (6) can be written as the sum of two t e rms  one of which is a 
function of 5 only and the other a function of 7 only. It is clear that this cannot occur 
unless at least one of the coefficients a ,  p ,  o r  y is equal to zero. 

First, suppose that equation (1)is elliptic, then condition (4) implies that a # 0 and 
y f 0. This implies that equation (1)is both elliptic and weakly separable only if p = 0. 
In addition, the coefficients of E f t  and H" in equation (6) never vanish and therefore 
the method of separation of variables, if it works, wil l  always lead to two second-order 
dr-eii'lrrarydifrgrEntSal eqLiatiQ�I@%Thiis5 %ai EaiptHs equatiign i s  gepa&& g: ,  a& Billy 
it i s  we&-Ly gqzal.a$le, 

Me&, sLipC#Ee that equztiafi (I) i s  - p a F a - b l i E .  CQaditiBii (3) & Q q g  t-kitsir B $5 '5, irkion 
@ P 0 and y s 8; Hence:, when eqgamn (1)is pia"lic awd weakly g$e~aj53-b~gz ma 
c"ud9 that (siacg gng a$ tlrege eggfZ'lsiafits must be zgra) 13 = 0, BLit j.f /3 = 8, rfsndi­--__.. 

tiow (a) &#WS that giEhgr 63 cz (7 BP y = a ,  Thug* Q,ng #f the s~ec3nd&fi&3r;f!2S E n x i $  he 
zZBiP,BiA$ ff-asm equF4tiei.a (8) ~ This pr#rrm thgt in  tba pa~a&liccasg the m & m dgf gpLrF4­

. .traa rzf %Girints1ejacan legd, zkt rf2iSSt, tg #ne m=gt-@rdgra& Zjng seegKgi=#fd!Srerdin&Py 
&ff-_. - .-- . .  

~ --srt+ntml ggxiatian, E gqmtirrw 111 w$?l.gWe&:lg si2para$le bat net ggpag=&le, tho-
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This shows that equation (1) cannot be hyperbolic and separable unless p = 0. If p were 
zero, then condition (2) shows that CY # 0 and y # 0. Hence, if equation (1)is hyperbolic 
and p = 0, then it is weakly separable if, and only i f ,  it is separable. 

The preceding discussion allows us to arr ive at the following conclusions: 
(Cl)  In all cases equation (1)is separable only if p = 0. 
(C2) Equation (1)is weakly separable but not separable only if it is hyperbolic_____and 

p # 0 .  
(C3) If equation (1)is parabolic and separable o r  if it is weakly separable but not 

separable, then either CY = 0 o r  y =  0. 
Now suppose that p = 0. Then equation (6) becomes 

It is clear that, for  arbitrary Z and H, this equation can be written as the sum of two 
te rms ,  one of which depends on 5 and the other only on r )  if, and only i f ,  the coeffi­
cients a, y, A, B, and C can be expressed in the following forms: 

where f # 0, dl and d2 a r e  not both zero, el and e2 are not both zero,  and dl  and 
e are not both zero. These restrictions follow from the restrictions placed on the van­
ishing of the coefficients of equation (1). Thus, the conditions (8) to (12), together with 
the condition 

p = o  (13) 

imply that equation (7) is weakly separable, and conclusion (C2) shows that they also impl. 
that equation (1)is separable. 

Conversely, suppose that equation (1)is separable. Then conclusion (Cl) shows that 
condition (13) holds. Thus, equation (7) must be expressible as the sum of two te rms  one 
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of which depends only on and the other only q .  But this implies that conditions (8) 
to (12) hold. Hence, we ar r ive  at the following conclusion: 

(C4) Equation (1)is separable if, and only i f ,  its coefficients satisfy conditions (8) 
to (13). 
There are additional restrictions imposed on the functions dl  and el by the sign of the 
discriminant p2 - cuy of equation (1). The conditions (8), (9), and (13) show that if equa­
tion (1)is separable, then 

p2 - ay = -f 2dlel (14) 

Suppose first that equation (1)is hyperbolic. Then equations (2) and (14) show that 

at each point ( 5 , ~ )of the domain of equation (1) This shows that the sign of d1(5) is 
different from the sign of el(q) at each point. Since 5 and q are independent varia­
bles, this, in turn,  implies either that 

dl  > O  and e l < O  

o r  that 

dl < O  and e l  > O  

However, in view of the symmetry of equation (1)and of conditions (8) to (13), no gener­
ality wi l l  be lost if we assume that the first of these always holds. 

Next suppose that equation (1) is parabolic. Then equations (3) and (14) show that 

at each point ( 5 ,  q)  of the domain of equation (1). Again since 5 and q a r e  independent 
variables, this shows that either 

el  = 0 

or  

dl = 0 
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We have already indicated that both these conditions cannot hold simultaneously. Hence, 
in  view of the symmetry of equation (1)and of conditions (8) to (13), no generality will be 
lost if we assume 

e l  = O  and d l f O  

Finally, suppose that equation (1) is elliptic. Then equations (4)and (14) show that 

at each point ( 5 ,  q )  of the domain of equation (1) This shows that the sign of dl( t )  is 
the same as the sign of el(q) at each point ( 5 , q ) .  Since 5 and q a r e  independent var­
iables, this ,  in turn,  implies either that 

d l > O  and el > O  

o r  that 

dl  < O  and e l  < O  

It can be seen, however, from conditions (8) to (13) that no generality will be lost if we 
assume that a minus sign has been absorbed into the function f .  We therefore assume 
that the first of these conditions always holds. 

We have therefore shown that the functions dl and el satisfy the following restr ic­
tions : 

dl > O  and el  < 0 

i f  equation (1)is hyperbolic, 

dl  # 0 and el = 0 

if equation (1)is parabolic, and 

dl > O  and e l  > O  

if equation (1)is elliptic. 
Now suppose that p f 0, y # 0, and CY = 0. Then equation (6) becomes 
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Since y and p are not zero,  it is clear that, for  arbi t rary E and H, this equation 
can be written as the sum of two t e rms ,  one of which depends only on 5 and the other 
only on r] if and only if the coefficients a, p,  y ,  A, B, and C can be expressed in the 
following form: 

where f f 0 and dl f 0. Similarly, if p # 0 ,  cy f 0, and y = 0, the resulting form of 
equation (6) can, for  a rb i t ra ry  Z and H, be written as the sum of two t e rms  with one 
of them depending only on 5 and the other only on r] if and only if the coefficients a!, 

p,  y ,  A, B ,  and C can be expressed in the form 

where f # 0 and el  # 0. Finally, if p # 0 ,  a! = 0, and y = 0, the resulting form of 
equation (6) can, for  arbi t rary E and H, be written as the sum of two t e rms  with one 
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of them depending only on 5 and the other only on q i f ,  and only if, the coefficients a! ,  

p ,  y ,  A, B, and C can be expressed either in the form (19a) to (24a) o r  in the form 
(19b) to (24b). Thus, either the conditions (19a) to (24a) o r  the conditions (19b) to (24b) 
taken together with the condition 

imply that equation (1)is weakly separable and conclusion (Cl) shows that they also imply 
that equation (1) is not separable. 

Conversely, suppose that equation (1) is weakly separable but not separable. Then 
conclusion (C2) shows that condition (25) holds, and conclusion (C3) shows that either 
a! = 0 o r  y = 0. Thus, the appropriate form of equation (6) (depending on whether a! = 0 
o r  p = 0) must be expressible as the sum of two t e rms  with one of them depending on 5 
only and the other on q only. But this implies that either conditions (19a) to (24a) o r  
conditions (19b) to (24b) hold. This shows that the following conclusion holds: 

(C5) Equation (1) is _ _ _ _weakly separable but not separable i f ,  and only if, its coeffi­
- (19a) to (24a)or  conditions (19b)-___cients satisfy condition (25) and~-either conditions __ -. to (24b) 

~ - .  

The conditions obtained above show that only a very small  percentage of all the 
second-order linear partial  differential equations in two independent variables a r e  even 
weakly separable. However a somewhat larger  percentage of the second-order linear 
partial differential equations can be transformed into weakly separable equations by 
changing either their  dependent o r  independent variables. Hence, the usefulness of the 
method of separation of variables can be extended by using it in conjunction with a change 
of variables. We therefore develop a procedure for determining whether a given second-
order  linear partial differential equation can be transformed (by changing either the de­
pendent o r  independent variables) into a weakly separable equation. In addition, when­
ever a given equation can be so transformed, a method for  calculating the appropriate 
change of variables will be given. 

ALGEBRAIC TRANSFORMATIONS OF LINEAR PARTIAL DIFFERENTIAL EQUATIONS 

Only a change in the dependent variable which is of the form 

where h is any nonzero function of t q ,  will transform the linear homogeneous differ­
ential equation (1)into another linear homogeneous equation. Hence , only transforma­
tions of this type are appropriate for our  purposes. The allowable transformations of the 
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independent variables are much less restricted.  Any change in  the independent variables 
of the form 

where x and y are any functions of 5 and q such that 

will transform equation (1) into another linear homogeneous partial differential equation. 
Hence, all transformations of the independent variable which satisfy condition (28) will 
be considered. 

It is important to notice (refs.  3 and 11) that both a change of variable of the type (26) 
and one of the type (27) wi l l  leave the sign of the discriminant invariant. Thus, any 
change of variable which is of interest  f o r  the present purpose will always transform 
hyperbolic equations into hyperbolic equations, elliptic equations into elliptic equations, 
etc.  This fact is very useful in the following analysis. 

Up to this point it has been convenient to consider any two differential equations which 
have different coefficients as being completely different equations. We shall sometimes 
change this point of view slightly and consider two differential equations which can be 
transformed into one another by a transformation of the type (26) o r  of the type (27) as 
being different forms of the same equation. 

Recall now that every second-order linear and homogeneous partial differential equa­
tion can, by a change of variable of the type (27) be transformed into one and only one of 
three canonical forms,  depending on the sign of the discriminant. Thus, every 
hyperbolic equation can be put in the form (ref. 11) 

a2u---+a-a2u au +b-au +cU = 0 
ax2 ay2 ax ay 

Every parabolic equation can be put in the form 

a2u au-+ a - + b - au + c U =  0 
ax2 ax ay 

and every elliptic equation can be put in the form 
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a2u-+-a2u + a -au + b -au + CU = 0 
ax2 ay2 ax ay 

where the coefficients a, b, and c can be any functions of x and y. 
Hence, no generality will be lost if we assume that this transformation has already 

been carr ied out and therefore that the differential equation under investigation is already 
in one of these three forms .  We also see  from the preceding remarks that even though 
it is necessary to specify four functions (since eq.  (1)can always be divided through by 
one of the coefficients of its highest derivatives which cannot all be zero) in order  to 
characterize any second-order linear homogeneous partial  differential equation in two 
independent variables , at most only three functions (namely, the three coefficients a, b , 
and c appearing in the canonical form of the equation) need be known to determine 
whether the equation can be transformed into a weakly separable o r  a separable equation. 
We shall see  that in fact only two functions need be known fo r  this purpose. 

If the coefficient b in equation (30) is zero,  this equation is essentially an ordinary 
differential equation and can be solved as such. We therefore exclude this case by im­
posing the restriction b f 0. With this restriction it is easy, though somewhat tedious, 
to verify that equations (29) to (31) can never be transformed by a change of variable of 
the type (26) o r  of the type (27) into an equation whose coefficients violate the restrictions 
listed directly after equation (1). Since the only equations which occur herein a r i s e  as 
a result of applying transformations of these types to equations of the form (29) to (31), 
these restrictions will  always be met.  

It will be proved subsequently that a change of dependent variable of the form (26) 
applied to any equation in one of the canonical forms  (29) to (31) transforms this equation 
into one which has the same canonical form (only the coefficients a, b, and c a r e  
changed). Since the order  in which the transformations (26) and (27) a r e  applied to a 
given equation is immaterial, the combined effect of applying a transformation of the 
type (26) and one of the type (27) to a given equation can be analyzed as follows. First, 
determine what conditions must be satisfied by the coefficients of an equation which is i n  
one of the canonical forms (29) to (31) and which in addition can be transformed into a 
weakly separable o r  a separable equation by a change of variable of the type (27). Once 
this is done, it is only necessary to decide which of the differential equations having this 
canonical form can be transformed by a change of variable of the type (26) into an equa­
tion whose coefficients satisfy these conditions in order  to determine which of the equa­
tions in this canonical form can be transformed by a combined change of variable into a 
weakly separable o r  a separable equation. 
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TRANSFORMATIONS OF THE DEPENDENT VARIABLES 

Apropos of these remarks,  we now turn to a discussion of how equations of the types 
(29) to (31)transform under a change of variable of the type (26). This material  is en­
tirely equivalent to that given in reference 3. However, it is convenient to rederive some 
of the results in a form which is more  suitable for  our  purposes. 

First, consider the hyperbolic equation (29). Substituting 

into this equation yields 

- vyy +zvx+EvY + z v =  0 (32) 

where 
I 

(33) 


N 2b = b + - A  (34)
x y  

This proves that, when a transformation of the type (26) is applied to an equation of the 
type (29), the form of the equation is unaltered. Evidently, 

bN = b  + 2 ( % - 5 )  
Y Y 
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N 

- - - - 

a = ay - 2(: hX) 
Y 

Y 

Nb = bx + 2(; Ay) 
X 


X 


Hence, 

- 1c - - (gx+cy)- 1G2 - b”2) = c 1 (ax +by) 1 (a2 - b2) 
2 4 2 4 

and 

N a
Y 

+ E x = a
Y 

+bx (37) 

Now define 

1H -- a  Y +bx (38) 

/ - c - - ( a x + b ) - - ( a1 2 - b )  (39)1 2 
H - 2 y 4 

Equations (36) and (39) then show that, unlike the coefficients themselves, the quantities 
jHand fH a r e  unaltered when a tranformation of the type (26) is applied to an equation 
which has the form (29). They will therefore be called the canonical invariants for  an 
equation of the hyperbolic type. 

Now consider the parabolic equation (30). Substituting 

into this equation yields 

vxx +zvx+Fv +zv= 0
Y 

where 

Na = a - - 	2 
h 

14 
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b = b  (42) 

- 1 1 A2c = c - a - 	Ax- b h h y  --+2
X (43) 

A2 

This proves that when a transformation of the type (26) is applied to an equation of the 
type (30)the form of the equation is unaltered. Evidently, 

Hence, 

Therefore, it follows from equation (42) that 

Now define 

-fp = b (45) 

Equations (42) and (44)show that the quantities Yp and Yp are unaltered when a trans­
formation of the type (26) is applied to an equation which is in the form (30). They shall 
be called the canonical invariants fo r  the parabolic equations. 

Finally, consider the elliptic equation (3  1). Substituting 
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into this equation yields 

vxx -+ vyy+%VX+ F v
Y 

+zv= 0 (47) 

where 

N 2a = a - - A  
h X  

N 2b = b - - A  (49)
h Y  

This proves again that, when a transformation of the type (26) is applied to an equation 
of the type (31), the form of the equation is unaltered. 

A s  before, it again follows easily f rom equations (47) to (50) that the quantities 

1 1 2  + b2)/E = c --(ax + b  ) - -(a
2 y 4 

a r e  unaltered when a transformation of the type (26) is applied to an equation which has 
the form (31). They will be called the canonical invariants for  the equations of the elliptic 

type * 
We have therefore shown that 
(C6a) An equation which is in one of the canonical forms (29) to (31) is transformed . ~ . - .  . .  . .  . .  . . 

into an equation of the same  form by any change of dependent .variable of the type (26).. . . ~  - .. ... 
~ ~~ -. -. -. -. . . ­~~ 

(C6b) For each of the canonical forms (29) to (31), there are two quantities, called 
~ _ .  . .  .~ - . 

the canonical invariants, which a r e  unaltered when a transformation of the type (26) is. - .  
~~ 

-. . .. - -. -

applied to an equation which has that canonical. form.-	 . . - ~ 

. .  

TRANSFORMATIONS OF THE INDEPENDENT VARIABLES 

Having discussed the effects of transformations of the type (26) on the canonical 
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forms (29) to (31), we now turn to a discussion of the effects of transformations of the 
type (27) on these canonical forms .  To this end notice that the three canonical forms (29) 
to (31) can be combined into the single equation 

a2u + j - + a - + b - + c U = O- a2u au au for  j = - 1 ,  0 ,  1 
(53) 

ax ay2 ax ay 

It is convenient to define the linear operator L(j) for  j = - 1 ,  0, 1 by 

When the general transformation 

of the type (27) is applied to equation (53), an equation of the form (1) with discriminant 
D = p2 - ay is obtained. The coefficients of this equation depend only on the coefficients 
of equation (53) and the functions q and q. In order  to determine this dependence, it 
is only necessary to apply the chain rule  and then substitute the results into equation (53). 
Thus, 

Substituting these results into equation (53) and collecting t e rms  reveals that the coeffi­
cients in equation (1) a r e  determined by the following equations: 

(57) 
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2 2Y = qx +WY 

A = L(J)(cp) 

B = L(j)(q) 

c = c  

TRANS FORMAT ONS WHICH LEAD TO SEPARABLE EQUATIuNS 

Equation (1)is separable if and only if its coefficients satisfy conditions (8) to (13). 
Hence, it follows from equations (56) to (61) that equation (53) can be transformed into a 
separable equation by a change of variable of the type (55) i f ,  and only i f ,  

2 2
fdl = 40, + jcpy (62) 

f(d3 + e 3 )  = c (67) 

where the dk for k = 1, 2, 3 are functions of 5 = cp(x,y) only andthe  ek for k = 1, 
2, 3 a r e  �unctions of q = q(x,y) only. It has already been pointed out that the sign of the 
discriminant of the equation of type (1)which results from the transformation (55) must 
be the same as the sign of the discriminant of equation (53). Hence, it follows from con­
ditions (15) to (17) that 

dl  > O  and e l  < O  (68) 

if equation (53) is hyperbolic (i .e.  , if j = -l), 

dl # O  and el = O  
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if equation (53) is parabolic (i. e. , if j = 0), and 

dl > O  and e l > O  (70) 

if equation (53) is elliptic (i.e. ,  if j = 1). These conditions are, in fact, direct conse­
quences of equations (62) to (64). 

On the other hand conclusion (C2) shows that equation (1) can be weakly separable 
but not separable only if it is hyperbolic. Since the type of equation cannot be changed 
by a transformation of the form (27),we conclude that equation (53) can be transformed 
into a weakly separable but not separable equation by a transformation of the type (27) 
only if it is hyperbolic. Now equation (1)is weakly separable but not separable i f ,  and 
only if, its coefficients satisfy condition (25) and either conditions (19a) to (24a) or  con­
ditions (19b) to  (24b). In view of the symmetry of these conditions, however, we can as­
sume without loss of generality that only conditions (19a) to (24a) a r e  relevant. Hence, 
it follows from equations (56) to  (61) that equation (53) can be transformed into an equa­-

tion which is weakly separable but not separable by a change of variable of the type (55)-
-

i f ,  and only if ,  it is hyperbolic and 

2 2
0 = 40, - (PY 

f(e2 +d2) = L(-')(Q) (75) 

fe3 = c (7 6) 

At this point, it is convenient to consider the three equations (29) to (31) individually. 
We discuss the hyperbolic equation (29) f i r s t .  

EQUATIONS OF HYPERBOLIC TYPE ( j  = -1) - SEPARABLE CASE 

Functional Form of Invariants 

First, suppose that equation (29) can be transformed into a separable equation by a 
change of independent variable of the type (55). Then the functions cp and + must sat­
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isfy conditions (62) to  (67) with j = -1 and dl > 0 and el < 0. It is therefore permis­
sible to introduce the (real) functions 

and 

1 

and to  define a (real) function of 5 only and a (real) function 7 of 17 only by 

Thus, there are functions u and v of x and y such that 

U(X,Y) = ';b(x,Yg =&E) 

v(x, Y) = .;[*(x, Y,] = ?(VI 

We shall suppose that these equations can always be solved for  cp and I&(if necessary 
the domain of the differential equations can be divided into a se r i e s  of subdomains in 
which these equations can be solved) to obtain 

5 = +,Y> = F[u(.,Y)] (79) 

and 

V = * k Y )  = T[V(X,Y)I 

Therefore, it follows from equation (77) that 
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- -  

In a s imilar  way, we find 

a+ - 6 2  

ax 


Hence, 

a2u= f i -+ -d i ($ )  1 2 


2 2
ax 

Similarly, 

It now follows from definition (54)and equations (81) to (88) that 
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Substituting equations (81) to (84), (89), and (90) into conditions (62) to (67) with j = -1 
yields 

f = u 2 - u2 (9 1)
X Y 

0 = y x - u v  (92)
Y Y  

- f = v2 - v  2 (93)
X Y 

-fd2 - 2  d'1(,ux - u:) + fiL(-')(u) (94) 

fe2 = - - ei(y2x - v;) + fiL(-l)(v) (95) 
2 

f(d3 + e3) = c (96) 

Upon substituting equation (91) into equations (94) and (96) and equation (93) into equa­
tion (95) we find 

L(-l)(u) = d4 (2- u;) (97) 

L(-l)(v) = -e4 k: - v:) (98) 

c = (d3 + e3) tu: - u;) (99) 

where the function d4 of 5 only and the function e4 of q only are defined by 

1 

d4 = d2 - z di 

fi 
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e2 - -1e i  
e4 2* 

In view of equations (79) an( (80) we see that there are functions p1 and p2 of u only 
and functions q1 and q2 of v only such that 

Substituting these into equations (97) to  (99) yields 

L(-l)(u) = (< - u;)p2(u) 

L 9 V )  = -(v; - v;)q2(v) 

Equations (91) and (93) show that 

2 2 2 2 
ux - uY = vY - vx 

o r  multiplying both sides by v2 
Y 

(vv2u2 - (vyuy)2 = v2 2  - v:) 
Y X  Y Y 

Eliminating v u between this equation and equation (92) yields
Y Y  

2 2  2 2 = y ( v2 2  -0 
vy'x - uxVX y y 

or  
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V Y k Y  

111l1111llllll1l1llIIIIIII I I I I 

%(VY2 2  - v:) = 2 2  - v:) 

and since v2 - v: = f # 0, this impliesY 

2\ = v  2 
Y 

Hence, 

% = *vY 

Substituting this result  into equations (92) and (103) shows that 

where the plus sign in equation (105) must be associated with the plus sign in equa­
tion (104), and the minus sign in equation (105) must be associated with the minus sign in 
equation (104). 

Differentiating equation (104) with respect to x ,  differentiating equation (105) with 
respect to y, and subtracting the results yields 

Similarly, 

vxx - vYY = 0 (107) 

The most general solutions of these two equations are 

u = -1 F(x + y) + -1 G(x - .y)
2 2 

v = -1 -F(x + y) +-1 E(x - y) 
2 2 

N N 

where F and F a r e  any functions of x + y ,  and G and G a r e  any functions of x - y. 
However, upon substituting equations (108) and (109) into equations (104) and (105) we 
find that . 
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F' + G' = *(F' - E')  

and 

or 

N 

F' = *F' 

and 

Hence, 

v = *e- F(x + y) - 1G(x - yg
2 

Since the general form of conditions (100) to  (102) remains unaltered if we replace 
v by -v, no generality will be lost if we assume that only the plus sign holds in equa­
tion (110). Hence, we conclude that the functions u and v must have the following 
form: 

u = - 	
1 F(o) +-1 G(T)
2 2 

v = - 	1 F(o) - -1 G(T) 
2 2 

where 

and F and G are any nonconstant functions of their  arguments. (The functions F and 
G are nonconstant because f = (4­ u:) = FIG' # 0. )  

It follows from definition (54) and equations (loo), (101), (103), (106), and (107) that 

25 




a s  + bu
Y 

= p2(u) 

avx + bv
Y 

= q2(v) 

Multiplying the first of these equations by vY and the second by uY and then sub­
tracting the resulting expressions yields 

By eliminating v
Y 

and u
Y 

from this equation by using equations (104) and (105) we find that 

a($ - u;) = (P2UX - q2vx)(U: - u;) 

2 or  since f = 5 - u2 + o
Y 

In a s imilar  way, we find that 

Equations (102) and (111)to (116), in which pl, p2, ql ,  q2, F, and G can be any func­
tions of their arguments, now give the most general form that the coefficients of equa­
tion (29) can have if this equation is to be transformable into a separable equation by a 
change of variable of the type (55). For the present purpose, however, it is more con­
venient to work with the canonical invariants of equation (29) rather than with its coeffi­
cients themselves. To this end we differentiate equations (115) and (116) with respect to 
x and y to obtain 
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These equations together with equations (103), (106), and (107) show that 

a + b x = OY 

and 

Also equations (92), (103), (115), and (116) show that 

a2 - b2 = {[P2(U)I2 - [q2(vq2}(u; - 2)Y 

Substituting these results together with equation (102) into the definitions (38) and (39) 
of the canonical invariants of equation (29) shows that 

and 

4 2 4 

Or upon defining the function + of u and the function @ of v by 

equation (121) becomes 

Thus, equation (29) can be transformed (by changing its independent variables) into a 
separable equation only if there a r e  functions di and \k of u and v, respectively, such 
that its canonical invariants satisfy conditions (120) and (122). 

Now suppose that equation (29) can be transformed into a separable equation by 
changing both its dependent and independent variables. Since the order  in which these 
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transformations are performed is immaterial, it must first be possible to  transform this 
equation by a change of variable of the type (26) into an equation whose coefficients satis­
fy the conditions (102), (115), and (116). But this implies that equation (29) can be t rans­
formed into an equation whose canonical invariants satisfy conditions (120) and (122). 
Since the canonical invariants of equation (26) are unaltered by a transformation of the 
type (26), we conclude that if equation (29) can be transformed into a separable equation 
by changing both its dependent and independent variables, then it is necessary that its 
canonical invariants satisfy conditions (120) and (122). 

In order  to s e e  that these conditions are also sufficient, suppose that there exist 
functions ip and 9 such that conditions (120) and (122) hold with u and v given by 
equations (111)and (112) fo r  some functions F and G. Then it follows from definition 
(38) that condition (120) implies that there exists a function w such that 

a = w ,  

b = -W 
Y 

and therefore definition (39) shows that 

It is now easy to see  from equations (32) to (35) that in  this case the change of variable 
(ref. 3) 

V = e4 2 U  

transforms equation (29) into the equation 

v*-v + & v = o
YY 

or ,  substituting equation (122), 

v* - vyu+ [HU) +8(v)l(ux2 - u;)v = 0 

Upon introducing the new independent variables u and v defined by equations (111)to 
(114) we find that 

28 




- - 

and 

ux2 - u2 = F'G' (127)Y 

Substituting these results into equation (126) shows (since F' Z 0 and G' # 0) that 

vuu- vvv+ [+(u) +Q(V)lV = 0 

and this equation is certainly separable. 
If any functions and tp which satisfy equations (79) and (80) were used as the new 

independent variables in place of u and v, then instead of equation (128) we would have 
arr ived at the equation 

where u and v a r e  the solutions of equations (79) and (80),  respectively, for  u and v 
in t e rms  of 5 and q ,  respectively. It is easy to see  that this equation is also separable. 
We have therefore established the following conclusions: 

(C7) The canonical hyperbolic differential equation (29) can be transformed into a 
separable equation by changing both the dependent and independent variables i f ,  and only 
if. there exist functions @ and 9 and nonconstant functions F and G such that the 
canonical invariants fu and 4, satisfy the following conditions: 

where 

u = -1 F(u) +-1G(7)
2 2 

v = -1 F(U)  1 G(7) 
2 2 

o = x + y  and 7 = x - y  J 
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-- 

(C8)If the canonical invariants of equation (29) do satisfy conditions (130) and (131), 
then this eauation can alwavs be transformed into a separable eauation bv introducing 
both a new dependent variable defined bv 

where w is determined t o  within an unimportant constant by 

a = o
X 

b = -W 
Y 

and new independent variables 5 and rl defined by 

N N N N 

where cp and IC/ are any convenient nonconstant functions (i.e . ,  cp' # 0 and IC/'# 0) and 
u and v are determined from condition (131). 

D i rec t  Calcu lat ional  Procedure  f o r  Test ing 6, 

In practice, it may not always be easy to tell  simply by inspection whether the invar­
iant fH of a given equation can be put in the form (131). Also, there may be several  
ways in which a given function dH can be expressed in the form (131). Each of these 
ways will lead to a different "coordinate system" in which the equation is separable. 
For these reasons, it is useful to give an alternative form of condition (131) which sup­
plies the means of testing the invariant jHby direct calculation and which, in addition, 
gives a procedure for  calculating -all of the functions u and v which determine the new 
independent variables. 

To this end suppose first that jHsatisfies condition (131). Then equation (127) 
implies that the first equation (131) can be put in the form 

- +(u) -I-*(v) 
F'G' 

There exist functions @ and * such that equation (132) holds i f ,  and only i f ,  
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But it follows from the middle two equations (131) that 

and 

Hence, 

Using these in equation (133) shows that 

Hence, 

Upon introducing the function S of o only and the function T of T only defined by 

(134) 
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this equation becomes 

This equation was first introduced by Darboux in a less general context (ref. 3). 
Thus, if XH satisfies condition (131), then there  exist s t r ic t ly  positive functions S 

of (T only and T of 7 only such that jHsatisfies equation (135). Conversely, if there  
are strictly positive functions S of CJ and T of T such that JH satisfies equa­
tion (135), then it is an easy matter to  reverse  the s teps  carr ied out above to show that 
equation (134) can be used to define nonconstant functions F and G and equation (133) 
can be used to introduce functions + and \k such that yHsatisfies condition (131). 
Hence, we conclude that 

(C9) There exist nonconstant functions F and G and functions and 9 such that 
bH satisfies condition (131) i f ,  and only i f ,  there  exists a s t r ic t ly  positive function S of -
u only and a strictly-positivefunction T of 7 only such that YH satisfies equa-­
tion (135). 

(C10) If s t r ic t ly  positive function S and T can be found such that equation (135) 
holds, then the functions F and._G for  which condition (131) is satisfied can be calcu­
lated from equation (134). 

Thus, if the functions S and T are known, conclusions (C8) and (C10) give a pro­
cedure for calculating a change in the independent variables which will transform equa­
tion (29) into a separable equation. 

Now equation (135) always possesses at least one solution. (Note that equation (135) 
is satisfied by taking S = T = 0 . )  We shall subsequently develop a procedure which will 
yield expressions for  all the solutions S and T to equation (135) provided that jHis 
not one of two special types of functions. These expressions will involve, at most,  two 
undetermined constants. To determine what restrictions,  if any, must be placed on these 
constants in order  that these expressions satisfy equation (135), they must be substi­
tuted back into that equation. If after this is done the constants can sti l l  be adjusted s o  
that S and T a r e  positive functions, then we can conclude that equation (29) can be 
transformed into a separable equation, and we can use the expressions for  S and T to 
calculate the new independent variables which will accomplish this. 

Since this procedure will not work when jHis one of two special types of functions, 
before establishing this procedure we shall prove that, if fH is one of these types of 
functions, the condition (131) is always satisfied and that the functions F and G can 
easily be determined. 

First, suppose that jH= 0. Then it is easy to see that condition (131) can always 
be satisfied by taking 
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. 

and that any nonconstant functions F and G can be used for  determining u and v. 
Next assume that yH+ 0. We may then define the function iHin terms  of jHby 

(1: 

.. 

Suppose there is a constant co such that 

If co = 0 then 

But this implies that f H  has the form 

fo r  sone nonzero functions y and A .  
It is clear from equation (127) that condition (131) will always be satisfied if we take 

and 

F ' = y  

G ' = X  

If co # 0, definition (136) and equation (137) show that 

a c;, a:)=..& 
au 
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But this is Liouville's equation. It is shown in reference 
tion to this equation is 

3 that the most general solu­

(138) 

for all nonconstant functions y and A. Now in view of equation (127), it is clear (if we 
take y = F, h = G, and $(v) = -1/2cov 2) that equation (138) satisfies condition (131). 
There are many other ways of choosing the functions F and G such that equation (138) 
can be written in the general form (131) and each of these choices, of course, leads to a 
different change of variable (coordinate system) which will transform equation (29) into 
a separable equation. To show this, notice that if y and X are bounded below we can 
always choose these functions in such a way that they are both positive, for  in this case 
there exists a finite number M such that 

where D is the domain of definition of the differential equation. If we put 

then 

and 

A similar argument holds if both y and h are bounded above. Suppose that y and X 
are either both bounded above o r  both bounded below. Then no generality will  be lost if 
we assume that y and h a r e  both positive. Hence, if we define the nonconstant func­
tions F and G by 
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fo r  any suitable positive constants g2 and g3, then it is shown in reference 12 (p. 438) 
that 

where is the Weienstrass p-function (ref. 12). Substituting these equations into 
equation (138) shows that 

and the results of example 1 in reference 12 (p. 456) whos that this can be written as 

It is now clear from equation (127) that lHsatisfies condition (131) with = @/2c0 and 
.k = -63/2c0. ' In  addition, the functions F and G can be calculated from equation (139). 
There is usually no difficulty in telling simply by inspection if a given function is a solu­
tion to Liouville's equation. Hence, we have shown that 
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-- ((211)The condition (121) can always be satisfied if either the invariant jHor  the 
.. . .

function /h defined by equation (136) is equal to a constant.- *A - _ -
Now suppose that jH# constanty2H # constant andthat  the functions S of (3 only 

and T of 7 only are any two simultaneous solutions of equation (135). Then dividing 
equation (135) through by jHand applying the differential operator 

to both sides of the resulting expression, we find (after some manipulation, which is car­
ried out in appendix A) that S and T must satisfy the equation 

where we have put 

Notice that equation (140) can also be written more compactly as 

(If in any equation, functions which a r e  negative a r e  ra ised to fractional powers, 
it will  always be possible to eliminate the fractional exponents by carrying out the 
indicated differentiations to obtain an equation in which all t e rms  a r e  real .  There­
fore,  no difficulty will be encountered when this more compact notation i s  used. ) 

Equation (140) can be used to obtain an equation which involves T only and not S 
and an equation which involves S only and not T .  Actually, this can be done in several  
ways. We shall discuss one of these ways in detail and also indicate briefly how one of 
the alternative methods can be carr ied out. 

If k2 were zero, definition (141) would imply (since by hypotheses dH# 0) that 
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or equivalently, that there  exists a function y of CJ only (which by hypotheses is non­
constant) such that 

Therefore, equation (141) would show that 

Substituting this expression together with the condition k2  = 0 into equation (140), how­
ever,  yields (after some manipulation) 

Y' 


If S #O, then 

Now the right side is a function of CJ only; hence, this expression implies that 

which is contrary to hypothesis. We therefore conclude Lat k l  = 0 implies S = 0. A 
similar  argument shows that kl  = 0 implies T = 0. 

We have therefore established the following conclusion: 
(C12) Whenever YH Z constant and tH# constant, (iH)= 0 implies that equa­

7 

tion (131) is satisfied only if S = 0, and (tH)= 0 implies that equation (131) is satisfied 
_ - (J 

only if T = 0. 
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Since if S = 0 there  is no need to calculate T and the reverse ,  we shall now make 
the additional assumption that kl  # 0 and k2 # 0. Since k l  # 0, we can divide it into 
both s ides  of equation (140). Differentiating the result with respect to T yields 

T+- (i-12)k i / $ T 1  + 5-T" (143)k2 
2/5 87 kl  kl 

If pbl(kl)A = 0, equation (143) is essentially a second-order ordinary differen­
7 

tial equation for  T.  (Notice, however, that the coefficients in this equation a r e ,  in gen­
era l ,  functions of the two variables CJ and T and not just of T as is ordinarily the 
case.)  If pbl(kl)d f 0, we can divide i t  into both sides of equation (143) to obtain 

7 


k i / y  5 

T' +-
2 
(z) T?? (144) 

Equation (144) can now be substituted into equation (142) to  obtain, in this case also,  what 
is essentially a second-order linear ordinary differential equation for T. In either case 
then, it follows from equations (142) to (144) that i f  we define t('), t(l),  and t(2) by 
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- - fo r  K 1 = O  

with 

K1 [I.:-c.aj 
7 

then 

In view of the symmetry of equation (140), it is easy to see  by interchanging u and 
T that if we define s(O), s('), and s ( ~ )by 

(149)Et2),] for K2 = O 

7 
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with 

then 

There is another way in which equations of the form (148) and (152) can be derived. 
This procedure will lead to equations whose coefficients t(i) and s ( ~ )(i = 0, 1, 2) a re ,  
in general, different from those obtained above. To this end, equation (140) is differen­
tiated first with respect to o and then with respect to T to obtain the following two 
equations : 

and 
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Since k l  # 0, k2 # 0, and jH# 0, in none of the equations (135), (140), (153), and 
(154) can the coefficients of T and its derivatives and S and i ts  derivatives all be equal 
to zero. Hence, S, S', and S" can be eliminated among these equations. This proce­
dure will result in an equation for  T which has the same form as equation (148). Sim­
ilarly,  T ,  T', and T f f  can be eliminated between equations (135), (140), (153), and (154) 
to obtain an equation for  S which has the form (152). This procedure has the advantage 
over the preceding one that one less differentiation is required to calculate the coeffi­
cients of the equations. However, the algebra involved is more  tedious. 

We have now proven that if jHis not of the form covered by conclusions (C11) and 
(C12), then all simultaneous solutions T and S of equation (135) must satisfy equa­
tions (148) and (152), respectively. We shall show how these equations can be used to 
determine S and T provided that the coefficients of equation (148) and the coefficients 
of equation (152) do not all vanish. 

In appendix B, it is shown that the following four  statements are equivalent: 
(1) All the coefficients of equation (148) vanish. 
(2) All the coefficients of equation (152) vanish. 
(3) There exist functions ha and h3 of T only, functions y2 and y3 of cr only, 

and a constant n l  such that 

and 

(4) There exist a function h2 of T only and a function y2 of CJ only such that 

4 1  




--- 

Combining equations (155) and (157) and putting 

K G K1 -- K  2 

shows that 

Thus, K is a solution of Liouville's equation 

2($KO) 7 = - K5 

It is shown in appendix C that in this case equation (142) always possesses nonzero s o h ­
tions S and T which a r e  given in t e rms  of the functions appearing in equations (155) 
and (156) by 

2sY5 - "2 Y3 +"3Y3 +"4 
y2 2 

"2 A; +a3X3 + 7 r 4  
-TA2h'3 =z 

where r2 to n4 a r e  arbi t rary constants. 
Suppose, therefore, that t (O), t('), and t(2) are not all zero and, hence, that s(0) , 

s('), and s ( ~ )a r e  not all zero. If the ratio of each pair of nonzero coefficients of equa­
tion (152) is a function cr only, then, after division by a suitable factor, equation (152) 
becomes just an ordinary differential equation (its coefficients a r e  functions of (J only) 
which can always, in principle, be integrated to obtain an expression for  S as a function 
of cr only. If this is not the case,  then equation (152) can be divided through by a non­
zero coefficient to obtain an equation which has the same form as equation (152) but which 
has the properties that one of its coefficients is equal to unity and at  least one of its 
remaining coefficients is not independent of T. This equation can then be differentiated 
with respect to T to obtain an equation of the form 
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A 	 dms 
A dns - 0; m i t n  and m , n = O ,  1 o r  2 

do +%--d 8  

and 

If g2/g1 is a function of u only, then this equation can be solved to determine S as a 
function of u only. (If m = 0 and G2 = 0, equation (163) would then show that equation 
(135) possesses only the solution St = 0.) But if i2/il depends on T, then this equa­
tion shows that 

dmS - dnS - 0 ;  m f n  and m ,  n = 0 ,  l o r 2  
dom don 

If in this case the smaller of the two integers m and n is zero,  we  conclude that equa­
tion (135) has only the solution S = 0. 

We have therefore shown that, whenever .fH is not of the form covered by conclu­
sions (C11) and (C12) o r  by equations (155) and (156), all the solutions S to equation (135) 
can be determined to within at most two arbi t rary constants by solving the appropriate 
one of the three ordinary differential equations (152), (163), o r  (165). 

Similar considerations, of course, apply to the function T and equation (148). Thus, 
whenever XH is not covered by conclusions ((211)and ((212) o r  by equations (155) and 
-	 ~. 

all .the solutions to equation (135) can be obtained by solving ordinary ~­(156) ..- ~ - .~ ~~ differential 
equations which a re ,  at  most, of second order .  

. - .  ~~ ... . ~. .. . 

This completes our discussion of the conditions for  transforming equation (29) into a 
separable equation. 

EQUATIONS OF HYPERBOLIC TYPE ( j  =: -1) -WEAKLY SEPARABLE 

BUT NOT SEPARABLE 

Functional Form of Invariants 

Now suppose that equation (29) can be transformed into an equation which is weakly 
separable but not separable by a change of independent variable of the fo rm (55). Then 
the functions cp and must satisfy conditions (71) to (73). Differentiating equation (71) 
with respect to x shows that 
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vsvx - vxyvy = O 

and differentiating equation (71) with respect to y shows that 

Multiplying the first of these equations by sax, the second by 9Y and then adding 
the results shows that 

2 2v,'p, - 'pyvyy= 0 

o r ,  using equation (71), 

But equation (72) shows that 

We therefore conclude that 

'p, - soyy = 0 

Definition (54) and equation (74) now show that 

a'p, + bqy = 0 (172) 

Equation (72) shows that dl  # 0. We can therefore define a nonconstant function E of 5 
only by 

Thus, there  exists a function u of x and y such that 

4 %  Y) = q'p(x,  Y,] = 30 (174) 
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Hence, 

N 1-ux - u'qx =- q, 
dl 

and 

Using these results in equations (71) and (72)shows that 

u; - u2 = 0Y 

and 

2Substituting equation (176) into equation (73) and then adding -e1/4 t imes equation (175) 
shows that 

2 
2 2 el 2 qx - qy = - "yqy' 

4 
(ux - u;) 

or ,  upon collecting te rms ,  

Differentiating this equation with respect to x gives 

and differentiating with respect t o  y shows that 
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.) - - -T (qx -:kxy el .y - 7e i  qy.) - (qy - 2 UY) (@Y - elUY) = O 
2 Y 

Multiplying the first of these by qx - (e15/2)1 and the second by + - (e u /2)1 and 
then adding the resul ts  shows that

[ [ Y  1 Y  

( . ~ u x ~ ( ~ x - ~ u x ) x - (*y-:.)”i.y-?uY) 

Y 


Upon using equation (177) this becomes 

Hence, upon using equation (175) and adding and subtracting (e1/2)ux and (el/2)u Y we 

find 

1-
2 2 

Equation (177) now shows that 

Since equation (72) would be violated if both 
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el 
qx - -Tux= O 

and 

we conclude that 

Definition (54) shows that, when equations (176) and (178) a r e  substituted into equation 
(75), we obtain 

Equation (172) and definition (174) show that 

Multiplying equation (179) first by ux and then by u
Y 

shows, af ter  using equation (180), 
that 

and 

and 
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and equation (176) implies that 

Substituting these resul ts  into equation (181) and (182) shows that 

b = -%(e2 - e i  +d2) 

a = %(e2 - e i  + d2) 

Finally, substituting equation (176) into equation (76) shows that 

Equations (183) to (185) with u and q determined from equations (175) and (177), 
respectively, now give the most general forms that the coefficients of equation (29) can 
have if this equation is to be transformable into an equation which is weakly separable 
but not separable by a change of variable of the type (55). As before, we shall use these 
relations to obtain expressions f o r  the canonical invariants. To this end, we differenti­
ate equations (183) and (184) with respect to x and y to obtain 

ax = h ( d 2  + e 2  - e\)  + %qX(e2- e i )' +uxd;dl2 

a
Y 

= % (d + e 2  - e i )  +%+,(e2 - e i ) '  +%U d 'd
Y 2  Y 2 1  

bY = -uYY (d2 + e 2  - e l )  - uY Y  (e2 - e l ) '  - u 2d'dY 2 1  

Hence, 

and since the same derivation which was used to derive equation (171) from equation (71) 
suffices to show that equation (175) implies 
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u x x - u  = oYY 

we see  from equation (175) that 

ax + b y  = (%qx - uY+,)(e2 - e i ) '  
/ 

Finally, equations (175), (183), and (184) show that 

Using these results together with equation (185) in definitions (38) and (39) shows that 

-'H = (SQ,- uyqx)(e2 - e l ) '  (186) 

Upon multiplying equation (177) through by (u.J2 and using equation (175) we find 

2 2 

ux2 (  Qx - :ux) - u;ky el = o  

Hence, upon factoring and using equation (175) again 

Therefore, equation (176) shows that 

Let e4 be any convenient nonzero function of 7 and define the nonzero function e+ of 
77 by 
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e+ = 6:for  el # O  

for  el = O  

It is also convenient to define two new functions e5 and e6 of q only by 

Then since e+  f 0, equations (186) and (187) become 

And again since e+ f 0, we can define a nonconstant function 7 of q only by 

This shows that there  are functions v and w of x and y such that 

- u(x,y) fo r  el f 0 

W(X,Y) = 
v(x,y) for  el = 0 

Then 
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v 
Y 

And definitions (189) and (193) show that 

e+-wx
2 

e+-w 
2 y 

2=­

e+ 

el 
= qx -yux 

el= q  --u 
y 2 y  

Substituting these resul ts  into equations (188), (190), and (191) shows, after using equa­
tion (175) and the fact that e+ # 0, that 

3 w x  + u  w = o
Y Y  

-'H = 21( s w y  ­

4H - 2  
1 (uxwx - u w )e 6Y Y  

Equations (175) and (195) now show that either 

s= uY and wX = - w
Y 

o r  

3 = -u and wx = w
Y Y 

Hence, if we put 

then we conclude that there exists a nonconstant function F of CJ only and a nonconstant 
function G of 7 only such that 
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u(x,y) = F(a) and w(x,y) = G(T) 

or  

u(x,y) = G(T) and w(x,y) = F(a) 

Upon substituting these resul ts  into equations (196) and (197) we find that 

-fH = F*G'e5 

for  u = G  and w = F 
jH= F'G*e6 

Now equation (192) can be solved fo r  q as a function of v to obtain 

and equation (174) can be solved for 5 as a function of u to obtain 

5 = ?(u) 

We can therefore define functions @ and .k of v only by 

- e & ? )= -e5[F(v)l for  u = F and w = G  

@(v) = 
= e5p(v)l f o r  u = G and w = F 

f o r  u = F and w = G 

*(v) e6(?7)= e6[?(v)l 
f o r  u = G  and w = G 

Substituting these into equation (200) shows that 
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Equations (193) and (199) show that v must be given by one of the three following 
equations : 

v = F(0) + G(T) (204a) 

v = F(o) (204b) 

v = G(T) (204c) 

and that 

u = F  o r  u = G  (205a) 

when equation (204a) holds, 

u = G  (205b) 

when equation (204b) holds, and 

u = F  (204c) 

when equation (204c) holds. The new independent variables a r e  then given by equations 
(201) and (202). 

Thus, equation (29) can be transformed into an equation which is weakly separable 
but not separable (by changing the independent variables) only if there are functions G 
and 9 of v such that the canonical invariants satisfy equations (203). Now the same 
argument that was used in the separable case suffices to show that if equation (29) can be 
transformed into an equation which is weakly separable but not separable by changing 
both its dependent and independent variables then it is necessary that its canonical invar­
iants satisfy conditions (203). 

In order to see  that these conditions are also sufficient suppose that there exist func­
tions G and \k such that conditions (203) hold with v given either by equation (204a) 
or  (204b). Then it is easy to verify by direct calculation that 
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a [? - .? G'(T) +(v) +.? G'(T) $o(v) dv1ay 2 4 

Hence, there exists a function w(') such that 

w(') = -!? +.? G'(T) f +(v) dv 
Y 2 4  

On the other hand, if conditions (203) hold with v given either by equation (204a) or 
(204c), then it can again be verified by direct calculation that 

+: F'(o) @(v)dv] =aE!? +.? FT(o)f +(v) dv] 
ax 2 4 

Hence, there exists a function w ( ~ )such that 

\ for v = F  + G  and v = G  (207) 

It now follows from equations (32) to (35) that in this case the change in variable 

transforms equation (29) into the equation 

vxx - vYY + L2 G'[J@(v) dv](VX + Vy) + (209a) 

when v = F + G and when v = F and that the change in variable 

transforms equation (29) into the equation 
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Vzoz - Vyy - a F' [fQ(v) d](Vx - Vyj + (/. -
2 

(209b) 

when v = F + G and when v = G. Hence, upon substituting equations (203) we obtain 

v= - VYY +i2 G' [ f i ( v )  d"]cVx + Vy) +F'G' (210a) 

fo r  v = F + G and v = F, and 

[J@(v)dv](Vx- Vy) + F ' G ' k  - i Q ) V = O  (210b) 

fo r  v = F + G and v = G. Upon introducing the new independent variables v = F + G 
and u = G we find that 

Vx + VY = 2F'Vv 

vxx - vyy = 4F'G'VUv + 4F'G'Vvv 

and upon introducing the new independent variables v = F and u = G we find that 

Vx + VY = 2F'Vv 

Vxx - Vn = 4F'G'VUV 

Substituting these results into equation (210a) shows that 

vuv+ vvv+ A  [J@(v) dv]Vv +$E(.) V = 0 for  v = F + G and u = G (211a) 
4 

vuv++ [J@(v) dv]Vv +:b(v) +; Q(v) V = 0 for v = F and u = G.  (211b) 
I 1 

Upon introducing the new independent variables v = F + G and u = F we find that 
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Vx - VY = 2GfVv 

= 4F'G'VUv + 4F'G'Vw vxx -

and upon introducing the new independent variables v = G and u = F we find that 

Vx - V = 2G'VvY 

vxx - vyy = 4F'G'Vuv 

Substituting these resul ts  into equation (210b) shows that 

4 [/ 6,(v) dV]Vv +.$f(v) - for  v = F + G  and u = F (211C)vuv +vvv - 1 

and 

V = O  fo r  v = G  and u = F  (211d)
2 

It is clear that equations (211a) to (211d) are weakly separable but not separable. It is 
not hard to show that if, instead of taking u and v as the new independent variables, 
we had chosen any nonconstant functions of u and v as the new independent variables, 
we would have again transformed equation (29) into an equation which is weakly separ­
able but not separable. 

We have therefore established the following conclusions : 
(C13) The canonical hyperbolic differential equation (29) can be transformed into an 

equation which is weakly separable but not separable by changing both the dependent and 
indeDendent variables if and onlv if there exist functions 6, and \k and nonconstant func­
tions F and G such that the canonical invariants fH and jHsatisfy the following 
conditions : 
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where 

v = F(u)+ G(7) 

or  

v = F(o) i
o r  

v = G(7) 

and 

C J = x + y ,  7 = x - y  J 
.. ~..(C14) If the canonical invariants of equation (29) do satisfy condition (212), then this 

equation. can always be transformed into an equation which is weakly separable but not.. __._. . .. 

. .~ . .-. introducing both thedependent variable V defined either byseparable.by - . 

W (1)
V = e  U (213a) 

when v + F + G or  when v = F or  by
.~ _ ~ _  

(2)v = e W  u (213b) 

when v = F + G or v +- _  G, where w(') and w ( ~ )are determined to  within an unimpor­
tant constant by equations (206) and (207),respectively, and also the new independent 
variables 5 and r,~ defined by 

5 = 
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N N 

~where cp and 31/ are any convenient nonconstant functions, v is given in equation- (212),~ ~ -~ 

.__ -~ = G when ~- ~~u = F when the transformation (213a) is used and u ~- the transformation (213b) 
is used. 

Direct Calculational Procedure for Testing Invariants 

We shall now give an alternate form of condition (212) which can be used to test the 
invariants fHand YH by direct  calculation. 

To this end notice that YH and fH satisfy condition (212) i f ,  and only i f ,  there  
exists a function F of 0 only and a function G of T only such that 

F'G' 

It is now an easy matter  to  establish the following conclusions: 
(C15) There exist nonconstant functions F and G ~ _ _and functions Q, and +~ such 

that YH and -fH satisfy condition (212) i f ,  and only if, there  exists a nonzero function 
- -__ ­

__ __ T of T only and/or anonzero-function S- of -0 only such that either 

and (2 14a) 
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and (214b) 

and (214c)-

(C16)If nz ro functions S and T can be found - x h  that equation (214 ) is satis­
~­

fied, then condition (212) holds with v = F + G, and the functions F and G are given by
. .. 

~~ 

F' = - 	1 (215a)
S 

and 

G' = _ 	1 (215b)
T 

_ _If a nonzero function S can be found such that equation (214b) is satisfied, then condition 
(212) holds with v = G, and the function F is given by equation (215a). If a nonzero func­
tion T can be found such that equation (214c) is satisfied, then condition (212) holds with 
v = F, and the function G is given-by equation (215b). 

It is clear that, if lH# 0 and fH # 0, then equation (214b) holds if, and only i f ,  
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Similar remarks apply to equation (214c). Hence, there  is no difficulty in determin­
ing whether conditions (214b) and (214c) are satisfied. Determining whether jHand 
YH satisfy condition (214a) is slightly more  difficult. If lH were zero,  then it would 
be possible to transform equation (29) into a separable equation whenever it is possible 
to transform it into a weakly separable equation (compare condition (212) with conditions 
(130) and (131) and eq. (127)). Since this been discussed, we shall 
exclude it here and suppose that YH # 0. If were zero, then there  would 

be a function y of 5 only and a function x of 7 only such that 

This would imply that either 

h 

o r  

where nl and n2 a r e  constants and that 1, satisfies all three of the conditions (214a) 
to (214c). In this case then, it is only necessary to determine whether 4, satisfies any 
one of the following conditions in order  to establish that condition (212) holds: 

Hence, suppose now that equation (214a) has a nonzero solution and that lH# 0 and 
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rH)o/.5H]# 0. We can therefore divide the first equation (214a) through by JH and 
7 

obtain 

Upon applying the operator 

a2 [9]7 
ao a 7  

to both s ides  of this equation we obtain 

where 

Now by hypotheses iHf 0. If there  were a nonzero constant co such that 

C H  = co 

then .fH would satisfy Liouville's equation and would therefore have to have the form of 
equation (138). Now it is clear (if we take y = F, X = -G, and @(v)= 1/2c0v 2) that equa­
tion (138) satisfies condition (212). Hence, assume that iH# constant. Thus, pH)o 
and tiH) do not both vanish. If one of them vanished, say tiH) for  definiteness, then 

7 o 
equation (216) would show that T = 0; that is, that the first equation (214a) does not have 
a nonzero solution, which is contrary to hypothesis. We therefore conclude that 

# 0 and kH)7# 0. Equation (216) now shows (upon differentiation) that 
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and 

These equations show that if equation (214a) has  a nonzero solution, then must 
be a function of u only and must be a function of T only. Conversely, if these 
conditions are satisfied, equations (218) and (219) can be integrated to obtain 

f do 
S = n l e  

and 

f d7 
T = n 2 e  

where n1 and n2 are constants, and these resul ts  can be substituted back into the two 
equations (214a) in  order  to determine whether they possess a nonzero solution. 

This completes the discussion of the hyperbolic equation (29). We shall now con­
sider the parabolic equation (30). 

EQUATIONS OF THE PARABOLIC TYPE ( j  = 0) 

Functional Form of Invariants 

First, suppose that equation (30) can be transformed into a separable equation by a 
change of variable of the form (55). Then, the functions cp and + must satisfy conditions 
(62) to (67) with j = 0, dl # 0, and el = 0. In addition, we have already indicated that 
we shall require that b # 0 in order  to avoid trivialities. Equation (64) now becomes 
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(Incidently, this shows that equation (63) is automatically satisfied. ) Equation (62) shows 
that 

fdl = f 0 

It follows from definition (54) and the fact that dl f 0 that substituting the two preceding 
equations into equation (66) yields 

e2 2Wy = - ‘px 
dl 

Since by hypotheses 

it follows from equation (222) that 

Hence, equation (223) shows that 

e2 # 0 

Equation (222) shows that rl/ is a function of y only and since 

ae2 - e ? +
2 x = Oax 

we can conclude that e2 is a function of y only. It now follows that there  exists a non­
zero function v of y only such that 

Hence, equation (223) becomes 
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- -  

b - 1 2
50, f 0 

dl 

It can again be concluded from definition (54) and the fact that dl # 0 that substitu­
ting equation (223) into equations (65) and (67) yields 

d2 250= + “50, + bVy = -‘P, 
dl 

and 

1 2 c = (d3 + e3) -‘Px 
dl 

Upon substituting equation (226) into equation (228) we obtain 

d2 + e3c ­
b V 

Since equation (226) shows that ‘p, # 0, we can divide equation (227) through by cp, to  
obtain 

a+--= = ­1 
d2 <px - b (2)

‘PX dl 

Equation (226) can be differentiated to  obtain 

d!1 1

2- ‘P,--‘Px 

‘PX dl 

Upon eliminating q,/qx between these two equations we obtain 

Equations (226), (229), and (231), in  which dl, d2, d3, e3, and v can be any function of 
their arguments, now give the most general form that the coefficients of equation (30) can 
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have if this equation is to be transformable into a separable equation by a change of vari­
able of the type (55). However, it is again more suitable to use these expressions to 
obtain conditions for  the canonical invariants. Since equation (45)shows that fp = b,  
we s e e  from equation (226)that this is already partially accomplished. An expression 
for  jPcan be obtained by substituting equations (226), (229), and (231)into definition 
(46). After considerable algebraic manipulation, which is carr ied out in appendix D, we 
obtain 

Y 


where the function R of ‘p is defined in appendix D. Definition (45) and equation (226) 
show that 

Y - b = - p x # O  (233)v 2 

P ­

dl 

This shows then that equation (30) can be transformed (by changing the independent vari­
ables) into a separable equation only if there  is a function ‘p of x and y,  functions dl 
and R of ‘p only, and a function v of y only such that the canonical invariants satisfy 
conditions (232)and (233). The argument used for the hyperbolic case now suffices to 
show that if equation (30) can be transformed into a separable equation by changing -both 
its dependent and independent variables then it is necessary that its canonical invariants 
satisfy conditions (232)and (233). 

In order  to see  that these conditions a r e  also sufficient suppose that there  exist func­
tions p, R, d17 and v such that equations (232)and (233)a r e  satisfied, and define the 
function 8 by 

Then , 

a = _ 	ae 
ax 

and definition (46)shows that 

65 




Thus, if we put 

then definition (46) can be written as 

4 - a 0  -ax 

Using this result in equation (232) gives 

This shows that there  exists a function w such that 

Wx = 

2 
w
Y 

= 52 - 2 R('p) +b(5)
V 'px 

On substituting equation (236) into equation (237) we obtain 

2 
52 - w +-=IwX R(q)

2b v 

The results of appendix E show that equation (233) implies 

(237) 
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bd 
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Substituting equation (236) into this expression shows that 

It is shown in appendix F that equations (234), (235), (238), and (239) taken together 
with equations (40) to  (43) imply that the change of variable 

transforms equation (30) into the equation 

Upon introducing the new independent variables 

we obtain 

+b'py - 'px (wx +-2' bbx)Iy( +bVq +% R(5) + - v ' ( ~ )1V = O- " [  2' 
Hence, upon using equation (230) (which follows from differentiating eq. (233)) and equa­
tion (236) we find 

2vxVt5 +- di 40 2V +bV +-
b [

R(5) +-2' ~ ' ( 7 )V = 0 
2dl x 5  7 2v 1 

Finally, upon using equation (226) we obtain 
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and this equation is certainly separable. 
It is easy to s e e  that equation (241) could also have been transformed into a separable 

equation if q was taken to  be any nonconstant function of y. 
We have therefore established the following conclusions: 
(C17)The canonical parabolic differential equation (30)~-can be transformed-into a 

- _.onlyseparable equation by changing both the dependent and independent variables if and -

if,  there exist a nonconstant function c p ,  a nonzero function dl of cp only, a function 
~. 

R of cp only, and a nonzero function~- v o r  y -only such that the canonical invariants 
~­

fp and fP  satisfy the following conditions: 

v 2fp =- 50, + 0 
dl 

~­(C18)If the canonical invariants of equation (30)- satisfy condition (242), then this 
equation can always be transformed into a separable equation by introducing both a new- ­

deoendent variable V defined bv 

where o is determined to within-an unimportant constant by equations (236) and (237)-- ­

- - ..and 0 is defined by equation (234), and new independent variables < and_. defined by 

- -where cp is determined from condition (242) and 5 is any nonconstant function of y­
only.-
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D i rect  Calcu lat ional  Procedure fo r  Testing 4, 

We shall  now give an alternate form of condition (242) which can be used to tes t  the 
canonical invariants fp and jP.To this end notice that (since ‘p, # 0) the second 
equation (242) can be written in the form 

But there  exists a function R of ‘p only such that this equation holds if and only i f ,  

Hence, upon differentiating by par ts  we can conclude that there  exists a function R of 
cp only such that the second equation (242) holds if and only if, 

On the other hand, it is shown in appendix E that there  exists a function dl of ‘p only 
such that the first equation (242) holds if and only if,  

Upon putting 

in equations (243) and (244) we obtain 
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a pp b T) 1= 5[T.I.f-T b+ (gT2)x - v (% (- T2) - (t.) 
(245)

a Y  Y v 2v 
Y 

and 

Since given T/v (recall that v # 0) the first-order linear differential equation 

T 
cpx- = cpy (247)

V 

always has a nonconstant solution (i.e . ,  a solution q such that qx and qy are not 
both zero) and since equation (247) shows that cp, = 0 and implies that cp

Y 
= 0, we can 

conclude that equation (247) always has a solution cp such that cp, f 0.. This remark 
taken together with the preceding results is sufficient to show that there exist functions 
p, dl, R, and v # 0 such that condition (242) is satisfied i f ,  and only if, there exists a 
function T and a nonzero function v of y only such that equations (245) and (246) a r e  
satisfied. 

Multiplying equation (246) by (bT/v) shows that 

Hence, 

(!!$!)x = TV(!) 
Y 

b T2bT (LT2)x - (: T) =-T2 (-) - (: T) T = -(=) 
v 2v 2 v

Y Y Y Y 

Using this result in equation (245) shows that 

and, by using equation (248) again to eliminate (bT2/ v ) ~ ,we obtain upon differentiating 
by parts 
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The steps of this argument can easily be reversed to show that equation (249)taken 
together with equation (246)is equivalent to equation (245)taken together with equation 
(246). We have therefore established the following conclusions: 

(C19)There exists a function q and a nonzero function dl of q only, a function- . ._-___ .~ -__ 
R of q only, and a nonzero function v of y only such that -/p and YP satisfy con-

. 

-ditions~.(242)if, and-only if , - thereex?s ta func t ion  T and a-nonzersnyt5on-- -vof y~- ~ ~ -. . 

only such that 

(C20)If a function T and a nonzero function v of y only can be found such that ___ .-. . . .-

equations (249)and (250)hold, then a function cp which ~.satisfies condition (242)can be 
found by solving the f i rs t -order  linear partial differential equation (247). Thus, cp is 

~ ~ _ ~ . . _ _ _~ 

is an integral .of- the ordinary differential equationany function such that cp = Constant -. . __ . - -.- -.. - ~ 

Notice that equations (249)and (250)are linear and homogeneous in T and v. 
Hence, they always possess the tr ivial  solution T = v = 0. However, conclusion (C19) 
requires that the function v of y only be nonzero. We shall now develop a procedure 
which will yield expressions for all the solutions T and v to equations (249)and (250). 
As in the hyperbolic case,  these expressions will involve undetermined constants. When­
ever these expressions a r e  obtained by this procedure, it is necessary to substitute them 
back into equations (249)and (250)to  determine what restrictions, if any, must be placed 
on the undetermined constants in order  that these equations be satisfied. If af ter  this is 
done the constants can still be adjusted so  that v # 0, then we can conclude that equa­
tion (30) can be transformed into a separable equation, and we can use the expressions 
for  T and v to calculate the new coordinates from equation (251). 

Now suppose that the function T and the function v of y only are any two simul­
taneous solutions to equations (249)and (250). Then it is shown in appendix G that when 
ihe operator 
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ba I -X 

ax 2 b 

is applied to equation (250) the following equation is obtained: 

p?'
2v'Bp + v(k'p)y +2= 

where 

n1.3w if (jp)= 0, equation (251) is a third-order ordinary differential equat-m fo r  
X 

v since this condition also implies that all the coefficients in this equation are functions 
of y only. On the other hand, if (dip) f 0,  it can be divided into both sides of equa-

X 
tion (251) to obtain 

Equation (253) can be substituted into equation (250) to obtain, in this case also,  what is 
essentially a third-order ordinary differential equation fo r  v. (Notice, however, that 
the coefficients in this equation will be, in general, functions of the two variables x and 
y and not just of y . )  In either case then, it follows from equations (250), (251), and 
(253) that if we define Y(O), y(') and y(3) by 
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2jp for tip)= o 
X 

-1 for  ( jp)  = or 2 X 

then 

We have now proved that every function v of y only which satisfies equations (249)and 
(250)for  any function T must sat isfy equation (257). The coefficients of this equation 
cannot all be zero. For if (ip)= 0, this conclusion follows directly from equation (256); 

X 
and, if (ip)f 0, it is easy to s e e  from equations (255)and (256)that Y(3) = 0 implies 

X 
that Y(') = 5/2. Equation (257)can therefore be used to determine v in exactly the 
same way that equation (148) was used to determine T in the hyperbolic case. 

Thus, if  the ratio of each pair of nonzero coefficients of equation (257)is a function 
of y only, then after division by a suitable factor equation (152) becomes just an ordin­
a ry  differential equation (with coefficients now functions of y only) which can always be 
integrated to obtain an expression for  v as a function of y only. On the other hand, if 
this is not the case,  then equation (257)can be divided through by a nonzero coefficient to 
obtain an equation which has the same form as equation (257)but which has the properties 
that one of its coefficients is equal to unity and at least one of its remaining coefficients 
is not independent of x. This equation can then be differentiated with respect to x to 
obtain an equation of the form 

Yl-+Y2-=0 dnv m # n  and m , n = O ,  l o r 3  (258)dmv 

dYm dY" 

and 
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Y1 f 0 


If Y2/y1 is a function of y only, then this equation can be solved to  determine v as a 
function y only. But if y2/V1 depends on x, then equation (258) shows that 

d m v - d n v - O  m f n  and m , n = O ,  l o r 3  (259) 
dym dyn 

We have therefore shown that all the functions v of y which satisfy equations (249) 
and (250) can be determined to within at most three arbi t rary constants by solving the 
appropriate one of the three ordinary differential equations (257) to (259). 

If (3-p)x 
= 0, equation (257) is just  an ordinary differential equation (its coefficients 

a r e  functions of y only). And, therefore, there  are three linearly independent functions 
v of y only which satisfy this equation, and any linear combination of these solutions is 
also a solution. Now it is shown in appendix H that, for  each of these infinitely many 
nonzero functions v of y only which satisfy equation (257), there exists a function T 
which contains two arbi t rary constants, such that v and T satisfy equations (249) and 
(250). Thus, if (ip)= 0, there  is a six-parameter family of solutions to equations 

X 
(249) and (250). The analysis of appendix H shows that, in general, it may be necessary 
to use different expressions for  T in different par ts  of the domain of equations (249) 
and (250). Since the analysis of appendix H is constructive, it can be used to determine 
T once the solutions v of equation (257) are found. As has already been shown, once 
T and v a r e  determined the six-parameter family of independent variables which trans­
form equation (30) into a separable can be found. 

If (Gxf 0, then once v is found by the procedure just described the function T 

can be determined from equation (253). It clear from the way that equation (257) was 
derived that, if v satisfies this equation, then T and v will automatically satisfy equa­
tion (250). However, it is necessary to substitute these expressions for  T and v back 
into equation (249) to determine what restrictions must be placed on the arbi t rary con­
stants which they contain in order  that both equations (249) and (250) a r e  simultaneously 
satisfied. 

Since a parabolic equation cannot be transformed into an equation which is weakly 
separable but not separable, this compleses the discussion of the parabolic equation (30). 
We shall now consider the elliptic equation (31). 
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EQUATIONS OF THE ELLIPTIC TYPE Cj = 1) 

Functional Form of Invariants 

First, suppose that equation (31) can be transformed into a separable equation by a 
change of variable of the form (55). Then, the functions <p and + must satisfy condi­
tions (62)to (67)with j = 1, dl > 0, and el > 0. It is therefore permissible to  intro­
duce the functions 

and 

and to define a function of 5 only and a function 7 of q only by 

Thus, there a r e  functions uf and v of x and y such that 

We shall suppose that these equations can always be solved for <p and + to obtain 

and 
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Therefore, it follows from equations (260) and (261) that 

Hence, 

It now follows from definition (51) and equations (264) to  (271) that 
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Upon substituting equations (267) to (269), (272), and (273) into conditions (62) to  (67) 
with j = 1 we obtain 

2 2 
f = (u;) + (.;) (274) 

o = u g x + u v+ 	 -I-

Y Y  (275) 

f = 0"+(vy)2 

f(d3 +e3) = c (279) 

After substituting,equation (274) into equations (277) and (279) and equation (276) into 
equation (278), we obtain 

where the function d4 of 5 only and the function e4 of q only are defined by 

d2 1d i  

d4 = 2 

6 
e2 - -1e i  

2e4 = 
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Equations (274) and (276) show that 

or  multiplying both s ides  by (vY>2 

Eliminating v u+ between this equation and equation (275) yields
Y Y  

and, since kXp+ = f # 0, this shows that 

Hence, 

+ = f V
Y (284) 

Substituting this into equations (275) and (283) shows that 

where the minus sign in equation (285) must be associated with the plus sign in equa­
tion (284), and the plus sign in equation (285) must be associated with the minus sign 
in equation (284). Thus, it is convenient to introduce a new function u of x and y by 

u+ if the plus sign holds in equation (284) and 
the minus sign holds in equation (285) 

u = [  
-u+ if the minus sign holds in equation (284) and 

the plus sign holds in equation (285) 

Equations (284) and (285) now become 



Equations (284) and (285) now become 

ux = vY 

Equations (262) and (263) and definition (286) now show that we can define functions 
p1 and p2 of u only and functions q1 and q2 of v only such that 

Substituting these definitions together with definition (286) into equations (280) to (282) 
gives 

Now equations (287) are just the Cauchy-Riemann equations. Thus, u and v are 
conjugate harmonic functions. Therefore, 

v 2 u = v2v = o  (291) 
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and there  exists an  analytic function W of the complex variable 

z = x  + i y  

such that 

W(Z) = U(X,Y) + iV(X7Y) 

In particular, we can conclude from this that 

2j5E12=u;+u 2 = v x + v2 # O  
(294)Y Y 

It follows from definition (54) and equations (288) to  (290), (291), and (294) that 

ay, + bu
Y 

= p2(u) dW 
dz 

2 
avx + bv

Y 
= q2(v) 

It follows from the definition of the derivative of an analytic ,mction that equations (295) 
and (296) can be written as the following single complex equation: 

Now equation (294) shows that dW/dz # 0. Therefore, it can be divided into both sides 
of equation (298) to  obtain 

a + ib = (p2 + is2)ej 
Hence, upon taking the real and imaginary par ts  we find 
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upon recalling that the derivative of an analytic function is independent of direction. 
Equations (292), (293), (297), (299), and (300), in which pl, p2, ql, and q2 can be 

any functions of their arguments and W can be any nonconstant analytic function of the 
complex variable z, now give the most general forms that the coefficients of equation (31) 
can have if this equation is to be transformable into a separable equation by a change of 
variable of the type (55). However, it is again more usefu l  to use these expressions to 
obtain conditions for  the canonical invariants. Upon differentiating equations (229) and 
(300) with respect to x and y we find, after using equations (291) and (294) to  simplify 

a - b  = O  
Y X 

Equations (287), (294), (299), and (300) also show that 

Substituting these resul ts  together with equations (297) into the definitions (51) and 
(52) of the canonical invariants of equation (31) shows that 

and 

Or  upon defining the function ip of u and the function 9 of v by 
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equation (302) becomes 

Thus, equation (31) can be transformed by a change in the independent variables into 
a separable equation only if there is an analytic function W of the complex variable z 
and functions @ and \k of u and v, respectively, such that its canonical invariants 
satisfy conditions (301) and (303). The argument used in the hyperbolic case now suffices 
to show that, if equation (31) can be transformed into a separable equation by changing 
both its dependent and independent variables, then it is necessary that its canonical in--
variants satisfy conditions (301) and (303). 

In order  to see that these conditions are also sufficient, suppose that there exists 
an analytic function W of the complex variable z and functions CP and P such that 
equations (301) and (303) hold. Then it follows from definition (51) that condition (301) 
implies that there  exists a function w such that 

a = wx 

(304) 
b = w

Y 

It is easy to s e e  from equations (47)to (50) and equation (52) that the change of variable 
(refs. 3 and 4) 

transforms equation (31) into the equation 

where V2 is the laplacian 
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-a2 +- a2 

ax2 ay2 

Or substituting fo r  #E in equation (303) this becomes 

v2v + (307) 

But it is shown in reference 1 that, upon introducing the new independent variables u 
and v defined by equation (293), this equation transforms into the separable equation 

vuu+ vvv+ [a+) +Q(V)]V = 0 (307) 

It is also shown in reference 1that, if any functions cp and +b which satisfy equations 
(79) and (80) were used as the new independent variables in place of u and v,  then equa­
tion (307) would still be transformed into a separable equation. 

We have therefore established the following conclusions: 
(C21) The canonical elliptic differential equation (31) can be transformed into a sep­~ 

arable equation by changing both the dependent and independent variables i f ,  and only if, 
there  exist a nonconstant analytic function W of the complex variable z = x + iy and 
functions Q, and 9 such that the canonical invariants f, and satisfy the following 
conditions : 

where (309) 

v =Jmw J 

(C22) If the canonical invariants of equation (31) do satisfy conditions (308) and (309), 
then this equation can always be transformed into a spearable equation by introducing both 
a new dependent variable V defined by 
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V = ew / 2 u  

where o is determined to within an unimportant constant by 

a = w
X 

b = wY 

and new independent variables < and rl defined by 

where and $ are any convenient nonconstant functions and u and v a r e  determined 
-~ - __--- - - - .-

f rom condition (309). 
Notice that, by choosing ?(u) = u and q(v)  = v, any equation which satisfies condi­

tions (308) and (309) can always be transformed into a separable equation by the conformal 
transformation 

z - w  

More generally, the change of variable (311) represents an orthogonal tranformation 
and it is shown in reference 1 that the particular choice of the functions 7 and mere­
ly serves  to modify the scale factors of the coordinate geometry associated with the new 
independent variables. 

Direct  Calcu lat ional  Procedure f o r  Test ing 4, 

As was done in the previous cases,  we shall now give an  alternate form of condition 
(309) which can be used to test  the canonical invariant YE directly. In order  to simplify 
the following analysis, we shall assume that YE is analytic both in its dependence on x 
and in its dependence on y. Actually, this restriction can be weakened considerably, 
but it is not felt the additional effort is justified. 

Suppose first that YE satisfies condition (309). Then, since W is nonconstant, 
equation (309) can be written as 
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But there  exist functions CP and P such that equation (312) holds if ,  and only i f ,  

We shall be able to greatly simplify the analysis and use many of the results obtained 
in the hyperbolic case if we perform an analytic continuation of the function /E to  com­
plex values of the variables x and y and introduce the complex substitution 

It is important to notice that z* is the complex conjugate of z only when the vari­
ables x and y a r e  real. Now when x and y are each allowed to range over the com­
plex plane, the variables z and z* can certainly be varied independently and we can 
therefore treat them as independent variables. 

Now suppose x and y are real variables and X = h + ig is an analytic function of 
the complex variable z = x + iy. If x* = h - ig is the complex conjugate of X ,  then 
when the substitution (314) with x and y real  is used to eliminate x and y in the par­
ticular formulas for  x and x*, it wi l l  be found that the expression for  X will contain 
only z and the expression for  X* will contain only z*. 

Hence, if the variables x and y are continued analytically into the complex plane, 
then X will be a function of the independent variable z only and X* will be a function 
of the complex variable z* only. However, x* will be the complex conjugate of X only 
when x and y a r e  real ,  or  equivalently, only when z* is the complex conjugate of z. 
If P is any function of the complex variable z,  we shall  always denote by P* the func­
tion of z* which is equal to the complex conjugate of P when x and y are rea l  (or 
equivalently, when z* is the complex conjugate of 2). 

In view of these remarks,  we see that when x and y are extended to complex 
values, then W, dW/dz, etc.  are functions of the independent variable z only; and W*, 
(dW/dz)* = (dW*/dz*), etc. are functions of the independent variable z* only; and, for 
example, (dW*/dz*) is the complex conjugate of (dW/dz) only when x and y are 
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restricted to the real line. In addition, the relations 

2 

and (315) 

w - w *
V =  

2 i  

still hold when x and y are complex. Since W is a nonconstant function of z only 
and W* is therefore a nonconstant function of z* only, we can also take W and W* 
as independent variables; and equation (315) shows that u and v can be treated as in­
dependent variables. We shall  use the notation W' for  dW/dz and (W*)' for 
dW*/dz* = (dW/dz)*, etc. 

Now the principle of analytic continuation shows that equation (313) must still hold 
when x and y a r e  continued to complex values. Equation (315) shows that 

But 

and 

Hence, 
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Using this in equation (313) we find 

or ,  since (W*)' is indpendent of z and W' is independent of z*, 

Upon introducing the function S of z only by 

S =()" 
and according to our convention 

this equation becomes 

A s  in the derivation of equation (135) from condition (131), we can show that the 
steps of this argument can be reversed to establish the following conclusions: 

(C23) There exist a nonconstant and analytic function W = u + iv of the complex var­
iable z = x + iy  and functions CP and Q such that YE satisfies condition (309) i f ,  and 
only if, if,  there exist a nonzero function S of the complex variable z only and a non­-

zero function S*  of z*  only which is equal to the complex conjugate of S whenever z* 

is equal to the complex conjugate of z such that fE satisfies equation (317). 
-

( C 2 4 ) f u n c t i o n s  S and S* 	 c a n h a t equation (317) holds, 
_ - -then the analytic f u w of the complex v a r i a b l e z f o r w h i c h  condition (309) is 

satisfied can be calculated-from equation (316). 
Thus, if the function S is known, conclusions (C21) and (C22) give a procedure for 

calculating a change in the independent variables which will transform equation (31) into 
a separable equation. 

87 



IIIIIIIII I 


Now equation (317) is essentially the same as equation (135) for the hyperbolic case. 
Therefore, all the solutions to equation (317) can be found by the same procedure as was 
used for  equation (135). The remarks following conclusion (C9)apply to  this case also, 
except that, after the constants have been determined by substituting the solutions into 
equation (317), it must be possible to adjust the constants so that S is not zero and S* 
reduces to the complex conjugate of S when x and y are real. 

Again, the two exceptional forms of the function for  which the general proced­
dure will  not work must be considered separately. Thus, when /E = 0, condition (309) 
can always be satisfied. If .fE # 0, we define the function BE by 

or  introducing the variables x and y this becomes 

In particular, this shows that like jEitself the function BE is real  whenever the 
variables x and y are real.  

Now suppose there is a constant co such that 

Clearly, co must be real. (Otherwise, the equation could not hold with x and y 
real . )  For the present purpose, we need consider only rea l  values of x and y. If 
co = 0, then 

but this implies that there exists a nonzero analytic function X of the complex variable 
z such that 
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where nl is a constant. It is clear  that condition (309) will always be satisfied if we 
take 

dw
-= x  
dz 

If co # 0, equations (319) and (320) show that 

It is shown in appendix I that the most general (real) solution tothis equation is 

2 
if j E C 0  5 0 

2co cosh2 h 

where h can be any harmonic function. 
It is easy to see  from equation (294) that if we put 

1 fo r  j E c o  5 0 
2c0 cosh2 u 

@(u)= 
1 for  fEco > o 

2c0 cos2 u 

and h = u, then equation (321) satisfies condition (309). 
By changing the harmonic function h it is possible to express the solution (321) in 

many different ways. Several of these are given in appendix I. Thus, the second line of 
equation (321) can be written either as 

1 	 dw 2 
-

2c0u2 dz 
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or  as 

where W = u + iv  is an  analytic function of z. It is easy to  see that the first of these 
satisfies condition (309) with +(u) = 1/2c0u2 and *(v) = 0, and that the second satisfies 
condition (309) with +(u) = p(u;gz,g3)/2co and S(v) =&3(v;gz, -g3)/2c0. It is shown 
in reference 2 that all the changes of the independent variable which will transform equa­
tion (31) into a separable equation when 

f E = z - j  I d W 1 2dz 


a r e  given by equation (122) which transforms this expression for  fE into the form (121). 
We have now shown that 
(C25) The condition (309) is always satisfied if ei ther the invariant #E or  the func­

-__- _.- ­

tion iEdefined by equationT318)is equal to a constant.. 
Now as in the hyperbol'lc case we again suppose that f E  f constant, BE f constant, 

and that the functions S of z only and S* of z* only a r e  any two simultaneous solu­
tions of equation (317). The same procedure as was used in the hyperbolic case now leads 
to the equation 

ak * 2 -ak. S t- 5kS' = 2 -s* + 5k*(S*)' 
az az* 

where 

Notice that since & is real  for  x and y rea l ,  k* becomes the complex conjugate of 
k when x and y are real. This shows that the notation used herein is justified. 

Now if k were zero,  equation (323) would show that 
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a- j  - 0  
az E -

Hence, we could conclude that for x and y real 

or iE = constant. But this is contrary to hypothesis. Similarly, it can be shown that 
k* + 0. Therefore, the procedure used to derive equation (148) can be applied here to 
show that if we define so, s l ,  and s2 by 

p * ) 3 / 5  az* p$I5($kz)J - 5 k, for K # O  

s o =  1 (324) 

for K =  0 
Z 

for K = O  
2 k* 

with 

then S must satisfy the equation 
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sos + SIS' + S2S" + 0 

Similarly, S* satisfies the equation 

s p *  + sT(S*)' + S%(S*)'' = 0 (328) 

where the coefficients so*, ST, and s3 can be obtained from equations (324) to (326) by 
interchanging the s t a r r ed  and unstarred quantities. 

The solutions to equations (327) and (328) can now be obtained by exactly the proce­
dure as used f o r  equations (148) and (152). We shall  therefore not repeat it here.  Since 
an elliptic equation cannot be transformed into an equation which is weakly separable but 
not separable, this completes our discussion of the elliptic case. 

SUMMARY AND CONCLUDING REMARKS 

Necessary and sufficient conditions which a linear second-order partial differential 
equation in two independent variables must satisfy if it can be transformed into a separ­
able equation (or into an equation which is weakly separable but not separable) have been 
obtained. These conditions together with the appropriate changes of variable (which will 
bring the equation into separable form) a r e  summarized in tables I and 11. 

In addition, a procedure has been developed for testing by direct calculation whether 
a given equation of this type can be transformed into a separable equation, and a pro­
cedure has been given to calculate the new variables. 

Lewis Research Center, 
National Aeronautics and Space Administration, 

Cleveland, Ohio, January 14, 1970, 
129-01. 
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TABLE I. - TRANSFORMATION OF EQUATIONS INTO SEPARABLE EQUATIONS 

Type of equation 

Hyperbolic Parabolic Elliptic 

Canonical form &-fit a d u  + b %  t c U  = 0 a2u a2u-+ -t a -au + b -au CU = 0 
ax2 ay2 ax aY ax2 aY2 ax a~ 

Canonical form First jH= ay +bx j p = b  lE= ay - bx 
invariant 

jP ­=: 6 f C  - f  (:)I - (.t2)x)- (.t:) /E = c -
2 

(ax +by) -
4 
1 2  +b2) 

invariant 

Functional forms First JH = 0 lE= 0 
of the invariants invariant 
for equations 
which can be lecond 
transformed 
into separable 

invariant 1 where where 
equationsa 

u = F(o) t .!G(7)
2 2 

where 

dl # 0 
u = R ~ w  

i 2v = -1 F(o) - .!G(T)
2 

o = x t y  r = x - y  

Change of vari- lependent I-----
able which variable 

v = JMW 

and where W is any analytic 
function of the complex vari­
able z = x t iy with 
dW/dZ # 0 

where where where 
transforms 

a = w  e =  f a d x  a = w
differential 

b = -W b = w
equation into Y wx = b ( 2 )  

Y 
a separable 
equation 

variablesa 
7 = $(v) where 51 # 0 

a-cp, $, @, @, F, G, R, ;, dl, and 'p can be any functions of their arguments. 
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TABLE II. - TRANSFORMATION OF EQUATIONS INTO EQUATIONS WHICH 

ARE WEAKLY SEPARABLE BUT NOT SEPARABLE 

I I Type of equation, hyperbolic 

Canonical form 

Canonical First invariant 
invariants 

Second invariant 

Functional forms of the invariants 
for equation which can be trans­
formed into an  equation which is 

a2u---+a- a2u au +b-au +cU = 0 
ax2 ay2 a~ 

1 - a  +bxH - Y 

& = c - i ( a  + b ) - - ( a  21 2  - b )  
2 x y 4 

YH = @(v)F'(O)G'(7) 

jH= *(v)F'(U)G'(T) 

weakly separable but not where 
separablea 

v = F(o) + G(7), v = F(u), o r  v = G(7)  

a = x + y ,  r = x - y  

F' # O ,  G' # 0, and @ # O  

Change of variable Dependent V = e W
(1)
U when v =  F c G  or  when v = F 

which transforms variable 

differential equa- w(') = a - 1G'(7) @(v)dv 


tion which is 2 4 
for v = F + G  or  v = F  


weakly separable 

but not separable w(') = -!? +JG'(T)  @(v) 


y 2 4 

Independent < = F(u) where # 0 
variablesa 

77 = ?(v) where # 0 
I I 

a-rp, ?, @, P,F, and G can be any functions of their arguments. 
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APPENDIX A 

DERIVATION OF EQUATION (140) FROM EQUATION (135) 

For brevity, I will be used in place of jHin this appendix. With this notation 
equation (135) is, after dividing through by I, 

2(%) S + 3(:) S' + S" = 2(>) T + 3ff) T' + T" 

Differentiating both s ides  of this expression with respect to u and T, we find 

Hence, 

Upon defining p by 

we find 

S' + 3pS" = 2($)oT T + 3 p j T '  + 3pT" (A2) 

Since 

and 
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P 


equation (A2)becomes 

Now multiplying equation (Al)  by 3p and subtracting the result from equation (A3), 
we obtain 

Now 

=[: (:)J a + ($ [:)J + :(:)j) 
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Interchanging 0 and T shows that 

When these results are substituted into equation (A4) we obtain, af ter  multiplying through 

by 13, 

Since we  have put I = fH and p = (Io/I) , definition (136) shows that 
7 


and therefore equation (A5) is the same as equation (140). 
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APPENDIX B 

CONDITIONS FOR WHICH COEFFICIENTS IN EQUATIONS (148) AND (152) VANISH 

Since kl # 0 and k2 # 0, it follows from equation (147) that the condition t(2)= 0 
implies that 

and that there exists a nonzero function hl of T only such that 

Hence, it follows from equation (146) and equation (Bl)that the condition t(l) = 0 implies 
that 

-
5 

k2 
1 - k 2 = O  

2 

but this shows that 

It follows from this that there  exist a nonzero function X 2  of T only and a nonzero func­
tion y2 of u only such that 
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l 

and that 

[$2),1 CJ = 

It now follows from equations (145), (B2), and ( B l )  that the condition t(O)  = 0 implies 
that 

Hence, upon using equation (B3), this shows that 

1 


This now shows that there  exists a nonzero function y4 of CJ only such that 

Hence, upon substituting for  kl and k2 from equations (B l )  and (B2), we find that 

We conclude that there  exists a nonzero constant n l  such that 

3 
Y4 =- 	

y2 

"1 
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and 

8hl = X2T1  

Hence, equation (Bl) becomes 

"if?)5 

T1h; kl 

o r  using equation (B2) 

This equation can also be written as 

1 


But this is essentially Liouville's equation, and therefore its most general solution is 
(see eq. (138)) 

and equation (B2) now shows that 

Thus, t(O) = t(l) = t(2) = 0 only if  kl and k2 satisfy conditions (155) and (156). It is an 
easy matter to verify that the steps of the preceding argument can be reversed to show 
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that equations (155) and (156) are also sufficient conditions. It now follows from the 
symmetry between equations (145)to (148)and equations (149)to (131) and between equa­
tions (155) and (156) that t (O)  = t(') = t(2) = 0 if and only if, s(O) = s(l)= s ( ~ )= 0. It is 
also clear  that equations (B2) and (157)are necessary and sufficient conditions for the 
coefficients in equations (148)and (152) to vanish. 

101 




APPENDIX C 

CALCULATION OF S AND T WHEN COEFFICIENTS 

OF EQUATIONS (148) AND (150) ALL VANISH 

Upon substituting equations (155) and (156) into equation (142), we get 

Carrying out the indicated differentiations and rearranging gives 

Differentiating equation (Cl)with respect to both CJ and T gives 

o r  

since the left side is a function of CJ only and the right side is a function of T only there  
exists a constant, say r2, such that 

f 
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Upon integrating these two equations, we get 

where r3 through r6 are constants. 
Upon substituting these results back into equation ( C l ) ,  we find that 

n5 = -n3 

so 

TA A' "2 2 
2 3 -- - - A 3  - 3A 3-"42 
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APPENDIX D 


DERIVATION OF EXPRESSION FOR j p  


We first differentiate equation (231) with respect to  x to obtain 

Next squaring both s ides  of equation (231) gives 

Finally, multiplying equation (231) by -bx/2b and using equation (230) gives 

Upon adding these three equations, we obtain 

'py+? bx (5)+-b2 (-1- L(b'py)x - b'py (d2 -
d: 
-1 d i)

2 'p, 2 'p, 'px 
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2v 2b 

Using equation (230) to  eliminate q,/qx yields 

After differentiating equation (226) with respect to y, we obtain 

Upon using this equation to  eliminate cp /‘px and equation (226) to eliminate (cp,) 2 in 
XY

equation (Dl), we obtain, after rearranging the left side and dividing by b,  

‘p + - - v’-(“2i:d7b r y , ”  + - - - by 

‘px 


Subtracting this result from equation (229) shows that 
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- - 

where we have defined the function R of 9 only by 

After differentiating this result with respect to x, we obtain, upon recalling that e3 
depends (implicitly through +) only on y, 

H2c 
2 
1 

Differentiating equation (231) with respect to y shows (since dl  and d2 are func­
tions of q only) that 

Upon recalling definition (46) and noting that (by/”), = (bX/b),, we find, after sub­
tracting equation (D3) from equation (D2), that 

which is the desired result. 
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APPENDIX E 

DERIVATION OF ALTERNATE FORM OF CONDITION (233) 

Suppose first that q, f 0. Now there exists a function dl of q only such that 
equation (233) holds if and only i f ,  

Upon differentiating by par ts ,  shows that this is, in turn, equivalent to 

Another differentiation by parts,  we find that this is equivalent to 

Hence, we can conclude from this that, if cpY 
# 0, there exists a function dl of cp 

only such that equation (233) holds if and only i f ,  

Now suppose that q
Y 

= 0. This implies that cp is a function of x only. If there  exists 
a function dl such that equation (233)holds, then this implies (since dl  depends on x 
or y only implicitly through q) that d/v is a function of x only. Hence, 

But this implies that equation (El) holds. Conversely, if equation (El)  holds, then the 
fact that cpY = 0 shows that 
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since v f 0. Thus, b/v and qx are functions of x only. Hence, 

is a function of x only and therefore (since cp is a function of x only) a function of cp 
only. This shows that there  exists a function dl of cp only such that equation (233) 
holds. We can therefore conclude that there  exists a function d, of q only such that 

A -


equation (233)holds if and only if ,  equation (El)  is satisfied. 
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APPENDIX F 

APPLICATION OF TRANSFORMATION (240) TO EQUATION (30) 

It follows from equations (41) to (43) and (234) that under the change of variable (240) 
the coefficients 5, %, and of equation (40) a r e  given by 

and 

b b b 
N

2 c = 2 c - a  w + ? “ + a  ) - b  w + i y + O ) - (  2 b )x :(. b”(. 2: ( y  2 b  
w x + l  ? + a  +- w +- - + a  

wx2 1 bx 1+-+ - - L O  - bw + - b  ­
2 2 b  Y 2 Y wxx 

Upon substituting in definition (235) this becomes 

Hence, equations (238) and (239) now show that 

2v 

Substituting equations (Fl) to (F3) into equation (40) yields 
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2v 
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- - 1 x  

APPENDIX G 

DERIVATION OF EQUATION (251) FROM EQUATION (249) 

Upon differentiating equation (249) with respect to x, we get 

- b T  Y
XY 

- bTYyx x YY - b T
XY 

- b
XY

TY =(..ip>
MI 

This equation can be rearranged to obtain 

(.‘.),-b t x  

- bY b x + f l i b l T )  

Hence, 

b
(T6’)xx = (vv’p)xy :y[ 

b (Tx +- -T)J
2 b 

= ( v / ~ ) ~ ~  [b (.-: 

Y 


1 b b  
- - b  T 

2 x y y  
- 2 X T  +A[ p ) y + b ( 2 ) d T

2 b 2 y b  

2b ay 

Upon using equation (249) to eliminate (bTy)y in this equation we obtain 

b 
T 

xy 2b xx 
Y 

Substituting equation (250) gives 
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L 

Differentiating equation (250) with respect to x yields 

= -2  fk), T - - b v(:)Tx +A 
Txx 2 b 2 b  2 

Substituting this result into equation (Gl) gives 

Hence, 
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X 



Now 

Y 


Upon substituting this result into equation (G2) and rearranging, we obtain 

Hence, if we define 8, by 
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equation (G3) becomes 

2vtjP+ v(jp)y +? = (”.), T 
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APPENDIX H 

PROOF THAT EQUATIONS (249)AND (250) CAN ALWAYS BE SATISFIED IF (BP)~= 0 

Let the domain of definition D of equations (249) and (250) be divided into two sub-
domains D+ and D- such that 

b(x,y) 2 0 for (x, y) E D+ 

and 

b(x,y) 5 0 for (x,y) E D-

We shall show that if IP = O, equations (249) and (250) always possess nonzero( * )x 
solutions which contain three arbi t rary constants for (x,y) E D+. A similar proof will 
show that they also possess nonzero solutions for  (x,y) E.D-. We can conclude from this 
that these equations possess nonzero solutions in D which involve three arbi t rary con­
stants but &ich may have to be specified by different functions in different par ts  of D. 

Hence, suppose that (x,y) E D+ and tip)= 0. Then there exists a function y of 
X 

y only such that ip= y. 

Both equations (251) and (257) now reduce to  the same equation, namely, 

2v'y + vy' +L v"' = 0 
2 

Now the derivation of equation (251) from equations (2 9) an1 (250) shows -..at for  
every solution T of equation (250) (and this equation certainly always possesses a solu­
tion when v is any given function of y) 

= 2v'y + vy' + L  v"' 
2 

since b 2 0. 
Now equation (Hl) shows that equation (257) has infinitely many nonzero solutions. 

(Recall that a third-order linear ordinary differential equation has  three linearly inde­
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pendent solutions and that any linear combination of these solutions is also a solution.) 
Hence, let the function vo of y only be any solution to equation (257). 

Then equation (H2) shows that there  exists a function rT of y only such that 

to.'.>, - (bTy)y - (TdP)x = rT(Y) IF 033) 

for each solution T of the equation 

b1 x  1 byT x + b Y T = - v  - - -v ;  1 
2 " b  2 

(This equation certainly has a solution T. ) 
It follows from definition (252) that 

Now let the function p of y only be any solution of the ordinary differential equation 

and define the function T(') by 

Hence, the function T(') can involve two arbi t rary constants. 
Substit-ding equation (H7)into equation (H4)shows that 

Substituting equation (H7)into equation (H3) shows that 
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Using equation (H5)to eliminate (4 
p
/ oxin equation (H9)givesb 

Hence, equation (H6)now shows that 

Thus, we have shown that, if = 0, then for each solution vo of the ordinary 

differential equation (257)there function T(O) (containing two arbi t rary constants) 
such that vo and T(') satisfy equations (249)and (250). Notice that this proof was con­
structive and can therefore be used in practice to find the function T(O) once a solution 
do)to differential equation (257)is known. 



APPENDIX I 


SOLUTIONS TO ELLIPTIC LIOUVILLE’S EQUATION 


The elliptic form of Liouville’s equation is 

where co is a constant. Let 

x1 = hl  + igl 

be any nonconstant analytic function of the complex variable 

z = x + i y  

and let H be anonzero  functionof hl  and gl. Put 

2 
dX1U=HIxl 

Then since In I dXl/dz I is a harmonic function, 

Hence, equation (11)becomes 

If we put H = F, where F is a function of hl only, then equation (13) becomes 
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I 

Hence, upon setting F' = P, we find 

F" = P-dP 
dF  

and equation (14)becomes 

1 1 d(P2) - P2_ - - -= c0F 
2 F dF  F2 

or 

(F')2 = P2 = F2(2c0F + ~ 1 )  

where c1 is a constant of integration. 
This shows that 

dF = hl + c2 

Thus, 

Hence, 

1 if C1#0  

F =i cosh' [-9(hl + c2] 
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The solution (12) of equation (11)is therefore 

if C l # O  

Now put c3 = I cl1 and define the harmonic conjugate functions h and g by

[e(hl + c2) if c1 # 0 
h =  

pl + c 2  if c l = o  

if C 1 f O  

g =  Fglb1 if c l = o  

If we define the analytic function X of the complex variable z by 

X = h + i g  

the solution (15) becomes 
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-- 

if c l > o  
'0 cosh2 h 

u = {  .", I ? l 2  if c l = o  

I
I 

2 Iz12 if c l < o1'0 cos2 h 

for  any nonconstant analytic function X .  Actually, since the analytic function X is quite 
arbitrary,  the expressions on the second and third lines of (16) are the same, f o r  if we 
put X = l / i  In X 2 ,  h2 = /?ex2 where x2 is any analytic function. Then, 

X2 = ei X  

2 

2 J 
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-- 

Hence, 

(h2)2 cos2 h 

Notice that when the solution U is given by the first line of equation (16) 

u c  5 0
0 


and when the solution U is given by the second (or third) line of equation (16) 

u c  2 0
0 


Thus, these forms  of the solution cannot be transformed into one another simply by 
changing the arbi t rary analytic function X,  and they therefore represent totally different 
expressions for the solution. Hence, 

if U c 0 ~ O  
‘0 cosh2 h 

U =  

if u c 0 r o  
L c o  cos2 h 

for  any analytic function X .  
We shall give an alternate derivation of equation (17) and at the same time demon­

strate that this is the most general real  solution to equation (11). It is shown in refer­
ence 3 (p. 194) that the general solution to equation (11) is 

dX dA 

u = -8 dz dz* 
(18) 

Co (X +A)2 

where X = h + g is any nonconstant analytic function of the complex variable z and A 
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is any analytic function of the complex conjugate variable z*  = x - iy. This solution is 
not real  valued, however, unless the functions x and A are related. In order to find 
this relation, notice that fo r  any function A there exists an analytic function of the 
complex conjugate variable X* such that 

r[x*( z*)] = r (z*)  

Hence, equation (18) becomes 

where 

Now U is real if, and only i f ,  

o r  

Now this equation can be extend to complex values of h and g, and the variables X and 
X* are then independent. Recalling that I?* and (I")*are functions of X only, we 
find, upon differentiating equation (1-11)with respect to X*, that 

Upon differentiating again with respect to X* we obtain 
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Now if [l/(P)1/2]"Z 0, this equation would show, upon division by [l/(l?f)1/2]",that 
X was equal to a constant. Since X is a nonconstant function, we conclude that 

Upon integrating this equation, we find that 

1 if c1 # 0
r={clx* + c2 + c3 

c4x * + c 5  if c l = o  

where c1 to c5 are constants of integration. Upon substituting these results into equa­
tion (Il l)  we find that 

and 

x + c4x* -I-c5 x* + c4*x + c$ 
--

fi pz 
Differentiating equation (113) with respect to X shown that 

CIX* -I-c2 cT(X* + CQ 

Hence, c1 is real and c2 = clc$. 
Equation (114) shows that there exists a real constant c6 such that 
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-i2Cg
c4 = e 

and a real constant c7 such that 

- i C g  

c5  = e c7 

Hence, equation (112) becomes 

-i2c -2ic6 
6 ~ *+ 2c7e if c l = o  

where cl, (267 and c7 are real. 
Upon substituting equation (I15) into equation (I9), we obtain 

U =  .t 

I dz 1 if c l = o  

Hence, upon defining the analytic function X1 = hl + igl by 

[I cl1 (X + c3) if c1 + o 

x1 = \2c6x + c7 if c l = o  

we obtain 
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if c l > o  

I - if c l < o  

co (1 - l X , 1 2 f  

Notice that, for the first form of the solution (I16), Uco 5 0; and for the second two 
forms, Uc0 2 0. In fact, these latter two forms are equivalent since they can be trans­
formed into one another by the conformal transformation 

1 - x ,Ix2 =­
1 + x 2  

Hence, 

I if  uco 5 0 

I 2 

2 12 
We have already shown that the second form of the solution (117) is the same as the 

second form of the solution (17). We shall now show that the first form of the solution 
(117) (which is the form given in ref. 13) is the same as the first form of the solution (17). 
To this end put 
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x = l n x l  

where X = h + ig, and obtain 

(1 xll 2 + 1) 
2 

(exex* + 1)2 ex+'* [e (X+X*)/2 + .-[(X+X*)/2]Y cosh2 h 

which proves the assertion. 
Hence, we conclude that the most general real solution to equation (11) is given by 

equation (I7), with X = h + ig an arbi t rary analytic function of z.  
There a r e  many different expressions which can be given for the solution (17). These 

can be obtained by varying the arbi t rary function X. For ou r  purposes, the most useful 
of these, which is an alternate for the second form of equation (I"), is the one which is 
analogous to that obtained in the hyperbolic case. To obtain this expression, it is 
more convenient tb start with the forin of the second part  of equation (17) given in the cen­
t e r  of equation (I6), which is 

'0 h2 

or ,  equivalently, 

C0 (x +x*)2 

We now define the analytic function W = u + iv of the complex variable z by 
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where g2 and g3 are real constants and the path of integration may be any curve which 
does not pass through a zero of 4t 3 - g2t - g3. Then (ref. 12) 

Now it is shown in reference 12 that p ( Z )  is real when Z is real. This shows that 

[P'Z)]*= JW*) 

Hence, 

Upon using these resul ts  in equation (I19), we find 

u = - - 	2 

cO 

The results of example 1on page 456 of reference 12  now show that 

But example 2 on page 439 of reference 12  shows that 

@(iv; 82 9 83) = -(p(v; g2, -83) 

Hence, 
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This form of the solution to equation (11)could also have been obtained by choosing the 
function H to be of the form 

It is not hard to show by using the resul ts  on page 453 of reference 12  that, if we had de­
finedthe function W by 

(where a. to a4 a r e  any real constants) instead of by equation (I20), then there  would 
still exist real constants g2 and g3 such that equation (121) holds. 
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APPENDIX J 

SYMBOLS 

A 

a 
N 


a 

B 


b 


C 


C 

N 


C 

cO 

D 

dr 

F 


f 

G 


g 

gr  
H 

h 

I 

i 

coefficient of first derivative in general partial differential equation 

coefficient of first derivative in canonical partial differential equation 

transformed coefficient of first derivative in canonical partial differential 
equation 

coefficient of first derivative in general partial differential equation 

coefficient of first derivative in canonical partial differential equation 

transformed coefficient of f i rs t  derivative in canonical partial differential 
equation 

coefficient of linear term in general partial differential equation 

coefficient of linear term in canonical partial differential equation 

transformed coefficient of linear term in canonical partial differential equation 

constant 

domain of definition of differential equation 

functions of 5 for  r = 1, 2, 3 ,  . . . 
functions of q for r = 1, 2, 3, . . . 
function of 0 

function of 5 and 

function of i­

9M x 
constants, r = 1 ,  2 

function of q only in trial solution 

Rex 

special notation for canonical invariant used in appendix A 

IF 

canonical invariant 

canonical invariant 

index in operator L(j) (can take on values -1 ,  1 ,  0) 
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d 
K 


k 


M 

U 


U 

V 


V 


W 


W 

Y 

z 

a 


P 
Y 


rl 

e 

quantity defined in t e rms  of canonical invariant 

quantity defined in t e rms  of canonical invariant 

quantity defined in t e rms  of canonical invariant 

quantity defined in t e rms  of canonical invariant for r for r = 1, 2 

linear operator defined by eq. (54) 

constant 

function of u for r = 1, 2 

Weierstrass ,jQ-function 

function of v for r = 1, 2 

function of u, function of complex variable z 

coefficients in ordinary differential equations for  r = 0, 1, 2 

function of T 

variable of integration 

coefficients in ordinary differential equations for  r = 0, 1, 2 

dependent variable 

transformed independent variable 

transformed dependent variable 

transformed independent variable 

analytic function of the complex variable z 

function of x and y defined in t e rms  of u and v by eq. (193) 

independent variable in canonical partial differential equation 

coefficients in ordinary differential equation for  r = 0, 1,  3 

independent variable in canonical partial differential equation 

complex variable, x + iy 

coefficient of second derivative in general partial differential equation 

coefficient of mixed derivative in general partial differential equation 

coefficient of second derivative in general partial differential equation 
purpose function of 0 

independent variable in general partial differential equation 

s a  dx 

general 
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function for  transforming dependent variable - general purpose function of T 


special symbol used in appendix A 


independent variable in general partial  differential equation 


function of 5 in trial solution 


constants for  r = 1, 2, 3 


X + Y  

X - Y  

function u 

function connecting with x and y 

function of the complex variable z 

function of v 

function connecting q with x and y 

defined by YP = aS2/ax 

quantities depending on invariant / for r = 1, 2 

function used in transforming dependent variable 

Subscripts : 

E elliptic 

H hyperbolic 

P parabolic 

Superscripts : 

* complex conjugate o r  quantity which reduces to complex conjugate when independ­
ent variables x and y a r e  real  

denotes differentiation with respect to  argument (prime) 
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